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ACADA in CTAO
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Parts of ACADA CT A O
Array Configuration (CDB)

* stores and distributes the configurations of
* ACADA system
* Telescopes
e Calibration Systems
* including the software deployment configuration




Parts of ACADA
CTAD

Resource Manager

responsible for supervision of all other systems of ACADA, and
any external system under its supervision such as the Telescope

Control Systems, as well as for coordinating the allocation of
telescopes to sub-arrays. g()
C_—r)

* Incl. Supervision Tree Support Libraries —
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Central Control

 responsible for the execution of the scheduling blocks (SB)
provided by the short-term scheduler (STS) by sending
corresponding commands to the telescopes and other
controllable array elements, while supervising the ongoing
operations, and overseeing the Array Data Handler.

* Incl. Obs. Script Sequencer




CTAD
Short Term Scheduler +CSIC

CONSEJO SUPERIOR DE INVESTIGACIONES CIENTIFICAS

FIEAS

e decides, in real-time, how to group and use the Telescopes of
CTAO to perform nightly operations

* based on a Mid-Term Schedule
* reacts in real time to changing environmental conditions

* Reacts to and to science alert observation requests by the
Transients Handler.

* Includes functionalities for short-term planning, lidar coordination
with other scientific installations near the CTA array sites, and the
coordination of observations between both CTA array sites and
with other scientific installations.




Parts of ACADA
CTAD

Transients Handler aij University
s=22 of Potsdam

* Manages internal and external transient science alert
candidates by filtering, processing, and ranking them,

submitting Scheduling Blocks to the Short-Term Scheduler, P
and requesting immediate reaction if needed.
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Science Alert Generation .

The analysis pipeline running online that performs a

INAF

ISTITUTO NAZIONALE
DI ASTROFISICA

quick look analysis of the acquired data and produces
data quality indicators, which are exposed to the support (LAPP

Laboratoire d’Ann yIV

astronomer at the control room and transferred to the
DPPS.

* generates internal candidate scientific alerts =2 TH.

 science monitoring (sky maps & light curves) for the
Support Astronomer.




CTAD
Array Data Handler UNIVERSITE

DE GENEVE
* Provides Software Array Trigger (SWAT)

* Handles raw data from the array instrumentation

* Includes components to handle the Cherenkov cameras
data and to reduce the received volume of data

* Handles acquired data by Auxiliary Instrumentation
onboard telescopes, as well as for the Array Calibration
and Environmental Monitoring System devices

* Provides local temporary storage of data until the on-site
DPPS system receives that data




CTAO
o o ° ¢
Monitoring & Logging i
¢

INAF
 Components providing services for monitoring data items SRR
from the Telescopes and other devices deployed at the CTA
array sites and making those data immediately available for
the operator interface and for quick-look quality checks, as
well as to store them for later detailed inspection.

* Includes the production of the software for the Monitoring (
System (incl. Repository) Logging System (incl. Repository) (
and Logs Analyzer



Parts of ACADA TA O
c | IS\

I ¢
Array Alarm System ® nar
& Ol ASTROFISICA
 gathers, filters, exposes, and persists all the relevant alarms
raised
* ACADA processes,
* Telescopes,
* and auxiliary instrumentation under the supervision of the ACADA
system.
* creates new alarms based on the analysis and correlation of (
the system software logs and the status of the hardware )
systems and provides mechanisms for alarm filtering. <

= Operator via HMI Java”



CTAO
Reporting

* Responsible for gathering the relevant data from the other
ACADA sub-systems in order to produce status and quality

reports of the ACADA operations for the HMI and for other
systems outside the ACADA.

* Includes the software for the reporting of the HW status,
environment status, and the status of the observed data.

e Operator logbook.
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Human Machine Interface

 Comprehensive view of the status of the observations to the
Operators and Support Astronomer located in the control
room of the CTA installation, providing means to interact with

the array elements.
P JavaScript

* Creation of Scheduling Blocks
e Overview of ongoing & planned Observations




Section of the presentation CT A o
Human Machine Interface

user0 O"h; 0 o aC'J}\ North user( 0”"‘ 0 °

CTA operator GUI
y Telescope health

“ Sub-array pointings
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) For bug reports and feature requests, contact Iftach Sadeh.
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Array Element FSM
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Concepts

Operation Modes

Dynamical creation of sub-arrays / allocation of Telescopes

Sub-arrays

“Active”

Observations

Night Crew

|
Midnight
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Middleware

ALMA Common Software

* documented collection of common patterns in and of
components, which implement those patterns.

* based on a distributed component model

* ACS components implemented as CORBA objects in
any of the supported programming languages.

e provides common CORBA-based services such as
logging, error and alarm management, configuration
database and lifecycle management.

ALMA ACS Documentation Confluence ACS qit repo

ATACAMA LARGE MILLIMETER ARRAY


https://asw.alma.cl/ASW/ACS
https://confluence.alma.cl/display/ICTACS/ACS+Documentation

Container / CORBA

functional component interface

generated from CORBA IDL.: O CORBAIIOP
Operations with IDL data types e

as parameters. -

Somponent

dynamic

. @)
impl 0 lifecycle IF

—p O




Middleware CTAO

OMG IDL <@»CORBA

* IDL is a declarative language for defining the interaces

of CORBA objects
* IDLis language independent I_H
* ILD is used by ORB-specific IDL compilers to generate

stubs, seltons and interface code in a given L

programming language in compliance with the IDL
mapping specification for that programming language.
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Example for tonight

B2 e

E) 2022-06-23 23:34

Telescope

Configuration: data_taking_auto

[2022-06-23723:16:59.969]
{2022-06~23723:16:59.967)
[2022-06-23723:17:00.889]
[2022-06-23723:17:00.030]
[2022-06-23723:16:59.887)
(2022-06~23723:16:58.885)
12022-06-23723:16:57.8841

LSTCamera: in CAM_OBSERVING

LSTCamera: [WARNING) [CaCo transition] completed in 128 secon
LSTTelescopeManager: [startObserving] Structure and Camera re
LSTTelescopeManager: Camera state change to CAM_OBSERVING det
LSTTelescopeManager: [startObserving] Waiting for Structure a
LSTTelescopeManager: [startObserving] Waiting for Structure a
LSTTelesconeMananer: [startObservinal Waitina for Structure a

Data selector: Actuator Signal Strength ~

Sop oo
Solierkiler boskt: Wisacons. Srasive <
Alerts: 0 ) wacic < June 23, 2022 Thursday - Local  -v-e- Camera — Busy - Calibration =—-— Pedestal
7.11 kHz 5.82 kHz 688 Hz 100 Hz 100 Hz
20:24-20:36 @ ([start] 10k
21:32 - 21:50 [repoint] data_taking_auto, parkout?on, duration: 1200.0s - ,""’s-.L.,
21:56 - 21:58 [observe] data_taking_auto, G108.3+2.72w1,w2, time_to_ready: Os, )i :
wobble_time: 1200s
N
22:00 - 22:15 ® [observe] data_taking_auto, G106.3+2.7?w1,w2, time_to_ready: Os, & 1000
[ Busy K4 wobble_time: 1200s b1
22:15-22:33 ® ([magic_source] data_taking_auto, G106.3+2.7?w1
22:32 - 00:05 @ [observe] data_taking_auto, AT2022ncc?w1,w2,w3,w4d,
time_to_ready: Os, wobble_time: 1200s
June 24, 2022 Friday 100 q | 1
00:15 00:30 00:45 01:00 01:15 01:30
00:06 -01:48 @ [magic_source] data_taking_auto, GalacticCenter?w1 Jun 24, 2022
State: OBSERVING_TRACKING = <
8 % 3
Pointing: (az/zd): 264.84201 / 33.58410 [*] <
Schedule text view < %
Drive: Drive_Running LR in motion | Tracking | Transition JK4 »
%
AMC: Observing_LUT Transition € s o ¢
: 3
Configuration: AT2022ncc?w3 [2022-86-23723:34:00.745] LSTTelescopeManager: [startObserving) Waiting for Structure a ®
[2022-06-23723:33:00.647) LSTTelescopeManager: [startObserving] Waiting for Structure a » o
[2022-06-23723:32:00.546) LSTTelescopeManager: [startObserving] Waiting for Structure a o
[2022-06-23723:31:00.451] LSTTelescopeManager: [startObserving] Waiting for Structure a
m [2022-06-23723:30:00.348) LSTTelescopeManager: [startObserving] Waiting for Structure a o
[2022-86-23723:29:00.247] LSTTelescopeManager: [startObserving] Waiting for Structure a o
| Sync state to CaCo | Cancel transition | Cancel calibration | L1 reset [2022-86-23723:28:00.147] LSTTelescopeManager: [startObserving] Waiting for Structure a
. [2022-06-23723:27:00.051) LSTTelescopeManager: [startObserving] Waiting for Structure a
[2022-06-23723:26:00.956] LSTTelescopeManager: [startObserving] Waiting for Structure a
(2022-86~23723:25:00.855] LSTTelescopeManager: [startObserving) Waiting for Structure a > .
State: OBSERVING [ Busy K4 (2022-86-23723:24:00.623] LSTTelescopeManager: [startObserving] Waiting for Structure a
[2022-06-23723:23:00.504] LSTTelescopeManager: [startObserving] Waiting for Structure a
(2022-06-23723:22:00.398) LSTTelescopeManager: [startObserving] Waiting for Structure a
CaCo: OBSERVING, run 8865 [0 Closec EITIIEITY Tanstton € (2022-06-23723:21:00.289] LSTTelescopeManager: [startObserving] Waiting for Structure a &
[2022-06-23723:20:00.191) LSTTelescopeManager: [startObserving] Waiting for Structure a A »
Calibox: FIRING Laser: 2 Wheels: 52 < [2022-06-23723:19:00.091] LSTTelescopeManager: [startObserving] Waiting for Structure a Fd e L}
[2022-06-23723:18:00.993]) LSTTelescopeManager: [startObserving] Waiting for Structure a




AMC

LST1 Active Mirror Control — experts only c A O
_I Z'a

Data selector: | Actuator Signal Strength ~

Disable CMOS Go To Technical

AMC: Fault Transition €

Groups: 13 / 16 connected <

[ seifFix | Go To Technical
Go To Safe | Go To Ready | Go To Observing

AMC PSF: Safe Transition €

PSF Cam. Temp: 0°C
PSF Cooled Down: false
Spotsize: 0Omm

CCD Power: 0

xl 2015x1077
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=Pyt existing disperse ACADA prototypes into a SW structure and official code repasitary.
#5tart to use the ACADA workflows and the environment for continuous integration and QA

* LST1-ACADA
*Operate the LSTN-01 in a semi-autonomous way.

sOperate one FRAM
s|neorporate ACADA Conflguration System

L5T-ACADA

s Dperate four L5Ts.

sOperate one HBA&R = luminator

s Operate in more autonomous way. / Deployment of ACADA Alarm System.

gL ALALA
sparate four LSTs and one MSTs, 2 sub-arrays.
sOparate in more autanomous way.

LIDAR

sSupport fully deployed Phase 1 CTAQ-N.
rate in more autonomaous way.

y CTA-S ACADA

=Support earlier stages of CTAO-5 operations incl. the operation of up to 10 55Ts and 4 M5Ts, 4 sub-

#perate up to 37 55Ts and 14 M5Ts.
rate in a very autonomous way.

« Support of full array element for CTAD phase 1, 8 sub-arrays.
# Full support of all science cases.
& |nter-site communications.

~ ACADA Release
Schedule

<
+— \\e are here

Doc: CTA-PLA-ACA-303000-0005 2b ACADA
Release Schedule

C

TAD
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