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M. Selig et al.: The denoised, deconvolved, and decomposed Fermi �-ray sky

(a) (b)

(c)= data/(a)� 1 (d)= 2(std�(b))/(std+(b))

Fig. 1. �-ray sky seen by the Fermi LAT in a Mollweide projection. Panel a) shows the (total) photon flux reconstructed from photon count data of
6.5 years mission elapsed time in the energy range from 0.6 to 307.2 GeV reconvolved with the LAT’s IRFs. Panel b) shows solely the reconvolved
di↵use contribution. Panel c) shows the fractional residual map between data and reconstruction smoothed with a 0.5� Gaussian kernel. Panel d)
shows the fractional di↵erence map between the standard total, Galactic plus isotropic, di↵use model (short “std”) and the reconstructed di↵use
contribution.

photon count image appears somewhat smoothed, its decon-
volved counterpart displays the Milky Way in more detail. In
comparison to the standard total di↵use model4, we find obvi-
ous residuals. Figure 1d shows the di↵erence between the stan-
dard total, Galactic plus isotropic, di↵use model and our recon-
structed total di↵use emission, divided by the mean of the two
images. Because of the di↵erent spectral ranges, the two images
have been divided by their monopole before the computation.
Di↵use structures on very small scales are not captured in the
reconstruction because its e↵ective resolution is limited due to
the signal-to-noise ratio and IRFs. In the south and along the
Galactic ridge, the standard total di↵use model is slightly higher
than our reconstruction. The di↵use �-ray fluxes in the individual
energy bands are shown in Fig. 2. The coarseness of the images
increases with energy because the number of detected photons,
and thus the signal-to-noise ratio, drops drastically. The uncer-
tainties of the reconstructions are illustrated in the lower panels
of Fig. 2. Nevertheless, the Galactic disk and bulge are clearly
visible at all energies.

3.1.1. Pseudocolor images

To obtain a better view on the spectral characteristics of the
�-ray sky, we combine the maps at di↵erent energies with a
pseudocolor scheme. This scheme is designed to mimic the hu-
man perception of optical light in the �-ray range. Intensity in-
dicates the (logarithmic) brightness of the flux, red corresponds

4 The standard Galactic di↵use model is provided by http:
//fermi.gsfc.nasa.gov/ssc/data/analysis/software/aux/
gll_iem_v05_rev1.fit.

to low-energy �-rays around 1 GeV, and blue to �-rays up to
300 GeV. The resulting pseudocolor maps of the �-ray sky are
presented in Fig. 3. Thanks to a suitably tuned color response,
spectrally di↵erent regions can easily be identified by eye. At a
first glance, we can recognize the bright bulge of the Milky Way,
the Fermi bubbles as two slightly green blue, somewhat round
areas, and red to yellow cloud-like structures at low and inter-
mediate latitudes, in particular around the Galactic anticenter.

The upper panels (a–d) illustrate the functionality of the
D3PO inference algorithm, showing the raw data and the de-
noised, deconvolved, and decomposed reconstruction. The de-
noising applies most strongly to the high-energy bands, which
appear slightly green-blue, where the signal-to-noise ratios are
lowest. The deconvolution e↵ect is most evident for point-like
contributions in lower energy bands, which appear slightly red,
because of the increasing width of the point spread function
(PSF) for these bands. Finally, the decomposition reveals the
purely di↵use �-ray sky.

This view reveals many interesting features beyond the
Galactic disk and bulge, which we discuss in the following.

3.1.2. Bubbles, features, and radio

The most striking features recovered by our reconstruction are
the giant Fermi bubbles first found by Su et al. (2010). The bub-
bles extend up to |b| . 50� in latitude and |l| . 20� in longitude.
They appear to emerge from the Galactic center, but their astro-
physical origin is still under discussion (Su et al. 2010; Crocker
& Aharonian 2011; Cheng et al. 2011; Dogiel et al. 2011; Su
& Finkbeiner 2012; Yang et al. 2014; Ackermann et al. 2014b,
and references therein). In agreement with previous studies, we

A126, page 3 of 16

Fermi LAT

gamma rays > 600 MeV

Fermi LAT

gamma rays > 600 MeV


sources removed

DIFFUSE EMISSION

Selig et al. (2015) A
&

A
 581 A

126

Planck collaboration: Planck 2013 results. XI.

-6

-5

-4

-3
log10(o353)

15

19

23

27
Tobs [K]

1.2

1.4

1.6

1.8

2.0

2.2
`obs

Fig. 9. All-sky maps of the parameters of the MBB fit of Planck 353, 545, and 857 GHz and IRAS 100 µm data. Upper: optical depth at 353 GHz,
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Figure 2 Cosmic-ray flux in the Galactic plane at an energy of ⇠10GeV/nucleon
for the Steiman source distribution in model z4R20. Data are given in units of
GeV/nucleon / m2 s sr. On the left the flux for 12C as a standard primary is
shown and on the right the flux for 10B as a standard secondary.

nearest spiral arm (the Carina arm) to the position of Earth for 12C as compared
to 20% for 10B.

This also implies that a higher variation of the flux of a primary particle
is expected over an orbit of the sun around the Galaxy, which is subject to
multiple spiral-arm crossings. Here we find for the > 10GeV/nucleon flux of
12C that max�/min� ' 2, while for 10B is is merely max�/min� ' 1.2.
This flux variation for the primaries is consistent with those found, e.g., in the
studies by E↵enberger et al. [24], Werner et al. [54] in the context of long-term
changes in the cosmic-ray flux at Earth (see, e.g. [40]).

The larger variation of the primary flux along the sun’s orbit also implies
that secondary-to-primary ratios will show some variation for di↵erent positions
of the sun along its orbit. This is indeed visible in the di↵erent spiral-arm models
as will be shown below. Before this variation is discussed, the simulation results
are confronted with the observational constraints.

4.1. Comparison of numerical results with observational data

As was stated in Sec. 3 all parameter sets used within this study were
extracted from Ackermann et al. [4]. These parameter sets were tuned to the
cosmic-ray fluxes detected at Earth and also to the Galactic di↵use gamma-
ray emission. One has to bear in mind that these parameter sets used an
axisymmetric source distribution. In the present study this source distribution
was simply replaced by one related to the di↵erent spiral-arm models, without
subsequent alteration of the propagation parameters. This approach was chosen
in order to be able to single out the e↵ect of the di↵erent source distributions
by a comparison of the di↵erent models to the results from the model with an
axisymmetric source distribution.
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Fig. 1. �-ray sky seen by the Fermi LAT in a Mollweide projection. Panel a) shows the (total) photon flux reconstructed from photon count data of
6.5 years mission elapsed time in the energy range from 0.6 to 307.2 GeV reconvolved with the LAT’s IRFs. Panel b) shows solely the reconvolved
di↵use contribution. Panel c) shows the fractional residual map between data and reconstruction smoothed with a 0.5� Gaussian kernel. Panel d)
shows the fractional di↵erence map between the standard total, Galactic plus isotropic, di↵use model (short “std”) and the reconstructed di↵use
contribution.

photon count image appears somewhat smoothed, its decon-
volved counterpart displays the Milky Way in more detail. In
comparison to the standard total di↵use model4, we find obvi-
ous residuals. Figure 1d shows the di↵erence between the stan-
dard total, Galactic plus isotropic, di↵use model and our recon-
structed total di↵use emission, divided by the mean of the two
images. Because of the di↵erent spectral ranges, the two images
have been divided by their monopole before the computation.
Di↵use structures on very small scales are not captured in the
reconstruction because its e↵ective resolution is limited due to
the signal-to-noise ratio and IRFs. In the south and along the
Galactic ridge, the standard total di↵use model is slightly higher
than our reconstruction. The di↵use �-ray fluxes in the individual
energy bands are shown in Fig. 2. The coarseness of the images
increases with energy because the number of detected photons,
and thus the signal-to-noise ratio, drops drastically. The uncer-
tainties of the reconstructions are illustrated in the lower panels
of Fig. 2. Nevertheless, the Galactic disk and bulge are clearly
visible at all energies.

3.1.1. Pseudocolor images

To obtain a better view on the spectral characteristics of the
�-ray sky, we combine the maps at di↵erent energies with a
pseudocolor scheme. This scheme is designed to mimic the hu-
man perception of optical light in the �-ray range. Intensity in-
dicates the (logarithmic) brightness of the flux, red corresponds

4 The standard Galactic di↵use model is provided by http:
//fermi.gsfc.nasa.gov/ssc/data/analysis/software/aux/
gll_iem_v05_rev1.fit.

to low-energy �-rays around 1 GeV, and blue to �-rays up to
300 GeV. The resulting pseudocolor maps of the �-ray sky are
presented in Fig. 3. Thanks to a suitably tuned color response,
spectrally di↵erent regions can easily be identified by eye. At a
first glance, we can recognize the bright bulge of the Milky Way,
the Fermi bubbles as two slightly green blue, somewhat round
areas, and red to yellow cloud-like structures at low and inter-
mediate latitudes, in particular around the Galactic anticenter.

The upper panels (a–d) illustrate the functionality of the
D3PO inference algorithm, showing the raw data and the de-
noised, deconvolved, and decomposed reconstruction. The de-
noising applies most strongly to the high-energy bands, which
appear slightly green-blue, where the signal-to-noise ratios are
lowest. The deconvolution e↵ect is most evident for point-like
contributions in lower energy bands, which appear slightly red,
because of the increasing width of the point spread function
(PSF) for these bands. Finally, the decomposition reveals the
purely di↵use �-ray sky.

This view reveals many interesting features beyond the
Galactic disk and bulge, which we discuss in the following.

3.1.2. Bubbles, features, and radio

The most striking features recovered by our reconstruction are
the giant Fermi bubbles first found by Su et al. (2010). The bub-
bles extend up to |b| . 50� in latitude and |l| . 20� in longitude.
They appear to emerge from the Galactic center, but their astro-
physical origin is still under discussion (Su et al. 2010; Crocker
& Aharonian 2011; Cheng et al. 2011; Dogiel et al. 2011; Su
& Finkbeiner 2012; Yang et al. 2014; Ackermann et al. 2014b,
and references therein). In agreement with previous studies, we
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P. Mertsch and V.H.M. Phan: Bayesian inference of three-dimensional gas maps
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Fig. 4. Reconstructed mean of Hi surface mass number density for the gas flow model BEG03 (top panels) and SBM15 (bottom

panels).

to-noise ratio (S/N) as µ/�. The surface mass density S/N
overlaid with the spiral arms from Reid et al. (2019) is
presented in Fig. 6 for the BEG03 (top panel) and SBM15
(bottom panel). We shall now proceed with a more detailed
discussion on some notable features of the reconstructed
maps of the BEG03 and SBM15 models:

– Most of the structures with a S/N roughly above 3 could
be associated with spiral arms, especially for the Sct-
Cen, Sgr-Car, Local and Perseus arms. We note, how-
ever, that little Hi has been reconstructed along the
Norma arm in the inner Galaxy for either model (see
Fig. 4).

– Interestingly, even though significant structures with
relatively high S/N are present around the Local arm in
both maps in Fig. 6, the Local arm seems to be better re-
constructed in the BEG03 model (see the top left panel

of Fig. 4). The corresponding structure in the SBM15 re-
constructed map seems to be more scattered around the
Local arm. However, we caution again that this might
be an artefact of the spiral structure already present in
the velocity model for the case of the BEG03 model.

– The BEG03 reconstructed map seems to extend to
larger galactocentric radii than the SBM15 one. Some
clusters of Hi gas outside the solar circle are recon-
structed at different distances in the two models due
to the different rotation curves adopted beyond 4 kpc
from the Galactic centre. Because of the rather small
velocity gradient, this easily translates into differences
of the order of a kiloparsec and thus affects the associa-
tion with spiral arms. We could see, for example, the arc
of Hi gas in the BEG03 reconstructed map stretching
between (x, y) ' (10, 15) kpc and (x, y) = (12, 2) kpc,
which is a little off the Norma arm (see the top left
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Figure 2: Inclusive cross section for π0 production, from [7]. See also [20].

The term 〈ξσπ(Tp)〉 is the inclusive cross section for
the production of π0 (Figure 2), irrespective of the re-
maining content of the secondary beam, and the pro-
duction cross section is normalized to unity, so

∫ ∞

0
dTπ

dNπ(Tp)

dTπ
= 1 .

By contrast, exclusive cross sections are cross sections
for specific decay channels.
The inclusive cross section of particle i in reaction Y

is the product of the inelastic cross section for reaction
Y and the multiplicity ζi of particle i. Consequently
the inclusive cross section is much larger than the in-
elastic cross section at energies well above threshold
when the multiplicity is high. The inclusive cross sec-
tion for the production of π0 in p-p collisions can be
fit within the uncertainty of the cross section measure-
ments by the function

σπX(mb) = 32 lnpp +
48.5
√
pp

− 59.5 , (13)

for proton momentum pp = mp

√

(1 + Tp/mp)2 − 1 in
the range 8 GeV/c < pp < 1000 GeV/c [7]. See [18]
for γ-ray production cross sections at LHC energies.

2.2. γ rays from π0 Decay
In its rest frame, the pion decays into two γ rays

with energy mπ/2, but in the LS, the π0-decay γ rays
are radiated with every allowable energy between a
kinematic minimum and maximum energy defined by
setting µ = ±1 in the relation ε′ = mπ/2 = γπε(1 −
βπµ). If the π0 decays isotropically in its own rest

frame, then the γ-ray decay spectrum in the proper
frame of the π0 is

dN

dε′dΩ′ = 2
δ(ε′ −mπ/2)

4π
. (14)

The factor of two arises because two photons are pro-
duced per interaction. For a π0 produced with Lorentz
factor γπ, the transformation properties ofN(ε,Ω) im-
ply from Equation (9) that
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so that

dN

dε
=

2

βπγπmπ
H [ε;

1

2
γπmπ(1−βπ),

1

2
γπmπ(1+βπ)] .

(16)
The spectral number emissivity for π0 production

from cosmic ray protons colliding with target protons
is

ṅpH→π0(Tπ) = 4πnp
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(17)
wherer j(Tp) is the cosmic-ray proton flux, described
in more detail below. The γ-ray emissivity from π0
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Figure 2 Cosmic-ray flux in the Galactic plane at an energy of ⇠10GeV/nucleon
for the Steiman source distribution in model z4R20. Data are given in units of
GeV/nucleon / m2 s sr. On the left the flux for 12C as a standard primary is
shown and on the right the flux for 10B as a standard secondary.

nearest spiral arm (the Carina arm) to the position of Earth for 12C as compared
to 20% for 10B.

This also implies that a higher variation of the flux of a primary particle
is expected over an orbit of the sun around the Galaxy, which is subject to
multiple spiral-arm crossings. Here we find for the > 10GeV/nucleon flux of
12C that max�/min� ' 2, while for 10B is is merely max�/min� ' 1.2.
This flux variation for the primaries is consistent with those found, e.g., in the
studies by E↵enberger et al. [24], Werner et al. [54] in the context of long-term
changes in the cosmic-ray flux at Earth (see, e.g. [40]).

The larger variation of the primary flux along the sun’s orbit also implies
that secondary-to-primary ratios will show some variation for di↵erent positions
of the sun along its orbit. This is indeed visible in the di↵erent spiral-arm models
as will be shown below. Before this variation is discussed, the simulation results
are confronted with the observational constraints.

4.1. Comparison of numerical results with observational data

As was stated in Sec. 3 all parameter sets used within this study were
extracted from Ackermann et al. [4]. These parameter sets were tuned to the
cosmic-ray fluxes detected at Earth and also to the Galactic di↵use gamma-
ray emission. One has to bear in mind that these parameter sets used an
axisymmetric source distribution. In the present study this source distribution
was simply replaced by one related to the di↵erent spiral-arm models, without
subsequent alteration of the propagation parameters. This approach was chosen
in order to be able to single out the e↵ect of the di↵erent source distributions
by a comparison of the di↵erent models to the results from the model with an
axisymmetric source distribution.
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Fig. 1. �-ray sky seen by the Fermi LAT in a Mollweide projection. Panel a) shows the (total) photon flux reconstructed from photon count data of
6.5 years mission elapsed time in the energy range from 0.6 to 307.2 GeV reconvolved with the LAT’s IRFs. Panel b) shows solely the reconvolved
di↵use contribution. Panel c) shows the fractional residual map between data and reconstruction smoothed with a 0.5� Gaussian kernel. Panel d)
shows the fractional di↵erence map between the standard total, Galactic plus isotropic, di↵use model (short “std”) and the reconstructed di↵use
contribution.

photon count image appears somewhat smoothed, its decon-
volved counterpart displays the Milky Way in more detail. In
comparison to the standard total di↵use model4, we find obvi-
ous residuals. Figure 1d shows the di↵erence between the stan-
dard total, Galactic plus isotropic, di↵use model and our recon-
structed total di↵use emission, divided by the mean of the two
images. Because of the di↵erent spectral ranges, the two images
have been divided by their monopole before the computation.
Di↵use structures on very small scales are not captured in the
reconstruction because its e↵ective resolution is limited due to
the signal-to-noise ratio and IRFs. In the south and along the
Galactic ridge, the standard total di↵use model is slightly higher
than our reconstruction. The di↵use �-ray fluxes in the individual
energy bands are shown in Fig. 2. The coarseness of the images
increases with energy because the number of detected photons,
and thus the signal-to-noise ratio, drops drastically. The uncer-
tainties of the reconstructions are illustrated in the lower panels
of Fig. 2. Nevertheless, the Galactic disk and bulge are clearly
visible at all energies.

3.1.1. Pseudocolor images

To obtain a better view on the spectral characteristics of the
�-ray sky, we combine the maps at di↵erent energies with a
pseudocolor scheme. This scheme is designed to mimic the hu-
man perception of optical light in the �-ray range. Intensity in-
dicates the (logarithmic) brightness of the flux, red corresponds

4 The standard Galactic di↵use model is provided by http:
//fermi.gsfc.nasa.gov/ssc/data/analysis/software/aux/
gll_iem_v05_rev1.fit.

to low-energy �-rays around 1 GeV, and blue to �-rays up to
300 GeV. The resulting pseudocolor maps of the �-ray sky are
presented in Fig. 3. Thanks to a suitably tuned color response,
spectrally di↵erent regions can easily be identified by eye. At a
first glance, we can recognize the bright bulge of the Milky Way,
the Fermi bubbles as two slightly green blue, somewhat round
areas, and red to yellow cloud-like structures at low and inter-
mediate latitudes, in particular around the Galactic anticenter.

The upper panels (a–d) illustrate the functionality of the
D3PO inference algorithm, showing the raw data and the de-
noised, deconvolved, and decomposed reconstruction. The de-
noising applies most strongly to the high-energy bands, which
appear slightly green-blue, where the signal-to-noise ratios are
lowest. The deconvolution e↵ect is most evident for point-like
contributions in lower energy bands, which appear slightly red,
because of the increasing width of the point spread function
(PSF) for these bands. Finally, the decomposition reveals the
purely di↵use �-ray sky.

This view reveals many interesting features beyond the
Galactic disk and bulge, which we discuss in the following.

3.1.2. Bubbles, features, and radio

The most striking features recovered by our reconstruction are
the giant Fermi bubbles first found by Su et al. (2010). The bub-
bles extend up to |b| . 50� in latitude and |l| . 20� in longitude.
They appear to emerge from the Galactic center, but their astro-
physical origin is still under discussion (Su et al. 2010; Crocker
& Aharonian 2011; Cheng et al. 2011; Dogiel et al. 2011; Su
& Finkbeiner 2012; Yang et al. 2014; Ackermann et al. 2014b,
and references therein). In agreement with previous studies, we
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Fig. 4. Reconstructed mean of Hi surface mass number density for the gas flow model BEG03 (top panels) and SBM15 (bottom

panels).

to-noise ratio (S/N) as µ/�. The surface mass density S/N
overlaid with the spiral arms from Reid et al. (2019) is
presented in Fig. 6 for the BEG03 (top panel) and SBM15
(bottom panel). We shall now proceed with a more detailed
discussion on some notable features of the reconstructed
maps of the BEG03 and SBM15 models:

– Most of the structures with a S/N roughly above 3 could
be associated with spiral arms, especially for the Sct-
Cen, Sgr-Car, Local and Perseus arms. We note, how-
ever, that little Hi has been reconstructed along the
Norma arm in the inner Galaxy for either model (see
Fig. 4).

– Interestingly, even though significant structures with
relatively high S/N are present around the Local arm in
both maps in Fig. 6, the Local arm seems to be better re-
constructed in the BEG03 model (see the top left panel

of Fig. 4). The corresponding structure in the SBM15 re-
constructed map seems to be more scattered around the
Local arm. However, we caution again that this might
be an artefact of the spiral structure already present in
the velocity model for the case of the BEG03 model.

– The BEG03 reconstructed map seems to extend to
larger galactocentric radii than the SBM15 one. Some
clusters of Hi gas outside the solar circle are recon-
structed at different distances in the two models due
to the different rotation curves adopted beyond 4 kpc
from the Galactic centre. Because of the rather small
velocity gradient, this easily translates into differences
of the order of a kiloparsec and thus affects the associa-
tion with spiral arms. We could see, for example, the arc
of Hi gas in the BEG03 reconstructed map stretching
between (x, y) ' (10, 15) kpc and (x, y) = (12, 2) kpc,
which is a little off the Norma arm (see the top left
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Figure 2: Inclusive cross section for π0 production, from [7]. See also [20].

The term 〈ξσπ(Tp)〉 is the inclusive cross section for
the production of π0 (Figure 2), irrespective of the re-
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In its rest frame, the pion decays into two γ rays
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are radiated with every allowable energy between a
kinematic minimum and maximum energy defined by
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ply from Equation (9) that

dN

dεdΩ
=

δ(ε′ −mπ/2)

2πγπ(1− βπµ)
, (15)

so that

dN

dε
=

2

βπγπmπ
H [ε;

1

2
γπmπ(1−βπ),

1

2
γπmπ(1+βπ)] .

(16)
The spectral number emissivity for π0 production

from cosmic ray protons colliding with target protons
is

ṅpH→π0(Tπ) = 4πnp

∫ ∞

0
dTp jp(Tp,Ωp)

dσpH→π0 (Tp)

dTπ
,

(17)
wherer j(Tp) is the cosmic-ray proton flux, described
in more detail below. The γ-ray emissivity from π0

decay is

ṅπ0→2γ(ε) =
2

mπ

∫ ∞

Tmin
π

dTπ
ṅpH→π0(Tπ)

√

Tπ(Tπ + 2mπ)
,

(18)
where Tmin

π (ε) = mπ[γmin
π (ε)−1], and γmin

π (ε) is given
by

γmin
π (ε) =

1

2
[

ε

(mπ/2)
+

(mπ/2)

ε
] , (19)

eConf C121028

= ⊗ ⊗

COSMIC RAYS
INTERSTELLAR 


GAS

&PHOTONS

CROSS SECTIONS

• Empirical models fitted to gamma-ray data

• Solutions of CR propagation equation*                                

(e.g., GALPROP,  DRAGON, PICARD)

• Particle Tracking

• Simulations based on coupled CR+MHD equations 

*Standard implementations based on

• steady-state solutions

• smoothly-distributed sources

• isotropic, homogeneous diffusion with scalar diffusion coefficient



of 24L. Tibaldo

Modelling interstellar emission

7

x [kpc]
y
[k
p
c]

x [kpc]

Figure 2 Cosmic-ray flux in the Galactic plane at an energy of ⇠10GeV/nucleon
for the Steiman source distribution in model z4R20. Data are given in units of
GeV/nucleon / m2 s sr. On the left the flux for 12C as a standard primary is
shown and on the right the flux for 10B as a standard secondary.

nearest spiral arm (the Carina arm) to the position of Earth for 12C as compared
to 20% for 10B.

This also implies that a higher variation of the flux of a primary particle
is expected over an orbit of the sun around the Galaxy, which is subject to
multiple spiral-arm crossings. Here we find for the > 10GeV/nucleon flux of
12C that max�/min� ' 2, while for 10B is is merely max�/min� ' 1.2.
This flux variation for the primaries is consistent with those found, e.g., in the
studies by E↵enberger et al. [24], Werner et al. [54] in the context of long-term
changes in the cosmic-ray flux at Earth (see, e.g. [40]).

The larger variation of the primary flux along the sun’s orbit also implies
that secondary-to-primary ratios will show some variation for di↵erent positions
of the sun along its orbit. This is indeed visible in the di↵erent spiral-arm models
as will be shown below. Before this variation is discussed, the simulation results
are confronted with the observational constraints.

4.1. Comparison of numerical results with observational data

As was stated in Sec. 3 all parameter sets used within this study were
extracted from Ackermann et al. [4]. These parameter sets were tuned to the
cosmic-ray fluxes detected at Earth and also to the Galactic di↵use gamma-
ray emission. One has to bear in mind that these parameter sets used an
axisymmetric source distribution. In the present study this source distribution
was simply replaced by one related to the di↵erent spiral-arm models, without
subsequent alteration of the propagation parameters. This approach was chosen
in order to be able to single out the e↵ect of the di↵erent source distributions
by a comparison of the di↵erent models to the results from the model with an
axisymmetric source distribution.

8

M. Selig et al.: The denoised, deconvolved, and decomposed Fermi �-ray sky

(a) (b)

(c)= data/(a)� 1 (d)= 2(std�(b))/(std+(b))

Fig. 1. �-ray sky seen by the Fermi LAT in a Mollweide projection. Panel a) shows the (total) photon flux reconstructed from photon count data of
6.5 years mission elapsed time in the energy range from 0.6 to 307.2 GeV reconvolved with the LAT’s IRFs. Panel b) shows solely the reconvolved
di↵use contribution. Panel c) shows the fractional residual map between data and reconstruction smoothed with a 0.5� Gaussian kernel. Panel d)
shows the fractional di↵erence map between the standard total, Galactic plus isotropic, di↵use model (short “std”) and the reconstructed di↵use
contribution.

photon count image appears somewhat smoothed, its decon-
volved counterpart displays the Milky Way in more detail. In
comparison to the standard total di↵use model4, we find obvi-
ous residuals. Figure 1d shows the di↵erence between the stan-
dard total, Galactic plus isotropic, di↵use model and our recon-
structed total di↵use emission, divided by the mean of the two
images. Because of the di↵erent spectral ranges, the two images
have been divided by their monopole before the computation.
Di↵use structures on very small scales are not captured in the
reconstruction because its e↵ective resolution is limited due to
the signal-to-noise ratio and IRFs. In the south and along the
Galactic ridge, the standard total di↵use model is slightly higher
than our reconstruction. The di↵use �-ray fluxes in the individual
energy bands are shown in Fig. 2. The coarseness of the images
increases with energy because the number of detected photons,
and thus the signal-to-noise ratio, drops drastically. The uncer-
tainties of the reconstructions are illustrated in the lower panels
of Fig. 2. Nevertheless, the Galactic disk and bulge are clearly
visible at all energies.

3.1.1. Pseudocolor images

To obtain a better view on the spectral characteristics of the
�-ray sky, we combine the maps at di↵erent energies with a
pseudocolor scheme. This scheme is designed to mimic the hu-
man perception of optical light in the �-ray range. Intensity in-
dicates the (logarithmic) brightness of the flux, red corresponds

4 The standard Galactic di↵use model is provided by http:
//fermi.gsfc.nasa.gov/ssc/data/analysis/software/aux/
gll_iem_v05_rev1.fit.

to low-energy �-rays around 1 GeV, and blue to �-rays up to
300 GeV. The resulting pseudocolor maps of the �-ray sky are
presented in Fig. 3. Thanks to a suitably tuned color response,
spectrally di↵erent regions can easily be identified by eye. At a
first glance, we can recognize the bright bulge of the Milky Way,
the Fermi bubbles as two slightly green blue, somewhat round
areas, and red to yellow cloud-like structures at low and inter-
mediate latitudes, in particular around the Galactic anticenter.

The upper panels (a–d) illustrate the functionality of the
D3PO inference algorithm, showing the raw data and the de-
noised, deconvolved, and decomposed reconstruction. The de-
noising applies most strongly to the high-energy bands, which
appear slightly green-blue, where the signal-to-noise ratios are
lowest. The deconvolution e↵ect is most evident for point-like
contributions in lower energy bands, which appear slightly red,
because of the increasing width of the point spread function
(PSF) for these bands. Finally, the decomposition reveals the
purely di↵use �-ray sky.

This view reveals many interesting features beyond the
Galactic disk and bulge, which we discuss in the following.

3.1.2. Bubbles, features, and radio

The most striking features recovered by our reconstruction are
the giant Fermi bubbles first found by Su et al. (2010). The bub-
bles extend up to |b| . 50� in latitude and |l| . 20� in longitude.
They appear to emerge from the Galactic center, but their astro-
physical origin is still under discussion (Su et al. 2010; Crocker
& Aharonian 2011; Cheng et al. 2011; Dogiel et al. 2011; Su
& Finkbeiner 2012; Yang et al. 2014; Ackermann et al. 2014b,
and references therein). In agreement with previous studies, we
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Fig. 4. Reconstructed mean of Hi surface mass number density for the gas flow model BEG03 (top panels) and SBM15 (bottom

panels).

to-noise ratio (S/N) as µ/�. The surface mass density S/N
overlaid with the spiral arms from Reid et al. (2019) is
presented in Fig. 6 for the BEG03 (top panel) and SBM15
(bottom panel). We shall now proceed with a more detailed
discussion on some notable features of the reconstructed
maps of the BEG03 and SBM15 models:

– Most of the structures with a S/N roughly above 3 could
be associated with spiral arms, especially for the Sct-
Cen, Sgr-Car, Local and Perseus arms. We note, how-
ever, that little Hi has been reconstructed along the
Norma arm in the inner Galaxy for either model (see
Fig. 4).

– Interestingly, even though significant structures with
relatively high S/N are present around the Local arm in
both maps in Fig. 6, the Local arm seems to be better re-
constructed in the BEG03 model (see the top left panel

of Fig. 4). The corresponding structure in the SBM15 re-
constructed map seems to be more scattered around the
Local arm. However, we caution again that this might
be an artefact of the spiral structure already present in
the velocity model for the case of the BEG03 model.

– The BEG03 reconstructed map seems to extend to
larger galactocentric radii than the SBM15 one. Some
clusters of Hi gas outside the solar circle are recon-
structed at different distances in the two models due
to the different rotation curves adopted beyond 4 kpc
from the Galactic centre. Because of the rather small
velocity gradient, this easily translates into differences
of the order of a kiloparsec and thus affects the associa-
tion with spiral arms. We could see, for example, the arc
of Hi gas in the BEG03 reconstructed map stretching
between (x, y) ' (10, 15) kpc and (x, y) = (12, 2) kpc,
which is a little off the Norma arm (see the top left

Article number, page 7 of 17

4 4th Fermi Symposium : Monterey, CA : 28 Oct-2 Nov 2012

 

Figure 2: Inclusive cross section for π0 production, from [7]. See also [20].

The term 〈ξσπ(Tp)〉 is the inclusive cross section for
the production of π0 (Figure 2), irrespective of the re-
maining content of the secondary beam, and the pro-
duction cross section is normalized to unity, so

∫ ∞

0
dTπ

dNπ(Tp)

dTπ
= 1 .

By contrast, exclusive cross sections are cross sections
for specific decay channels.
The inclusive cross section of particle i in reaction Y

is the product of the inelastic cross section for reaction
Y and the multiplicity ζi of particle i. Consequently
the inclusive cross section is much larger than the in-
elastic cross section at energies well above threshold
when the multiplicity is high. The inclusive cross sec-
tion for the production of π0 in p-p collisions can be
fit within the uncertainty of the cross section measure-
ments by the function

σπX(mb) = 32 lnpp +
48.5
√
pp

− 59.5 , (13)

for proton momentum pp = mp

√

(1 + Tp/mp)2 − 1 in
the range 8 GeV/c < pp < 1000 GeV/c [7]. See [18]
for γ-ray production cross sections at LHC energies.

2.2. γ rays from π0 Decay
In its rest frame, the pion decays into two γ rays

with energy mπ/2, but in the LS, the π0-decay γ rays
are radiated with every allowable energy between a
kinematic minimum and maximum energy defined by
setting µ = ±1 in the relation ε′ = mπ/2 = γπε(1 −
βπµ). If the π0 decays isotropically in its own rest

frame, then the γ-ray decay spectrum in the proper
frame of the π0 is

dN

dε′dΩ′ = 2
δ(ε′ −mπ/2)

4π
. (14)

The factor of two arises because two photons are pro-
duced per interaction. For a π0 produced with Lorentz
factor γπ, the transformation properties ofN(ε,Ω) im-
ply from Equation (9) that

dN

dεdΩ
=

δ(ε′ −mπ/2)

2πγπ(1− βπµ)
, (15)

so that

dN

dε
=

2

βπγπmπ
H [ε;

1

2
γπmπ(1−βπ),

1

2
γπmπ(1+βπ)] .

(16)
The spectral number emissivity for π0 production

from cosmic ray protons colliding with target protons
is

ṅpH→π0(Tπ) = 4πnp

∫ ∞

0
dTp jp(Tp,Ωp)

dσpH→π0 (Tp)

dTπ
,

(17)
wherer j(Tp) is the cosmic-ray proton flux, described
in more detail below. The γ-ray emissivity from π0

decay is

ṅπ0→2γ(ε) =
2

mπ

∫ ∞

Tmin
π

dTπ
ṅpH→π0(Tπ)

√

Tπ(Tπ + 2mπ)
,

(18)
where Tmin

π (ε) = mπ[γmin
π (ε)−1], and γmin

π (ε) is given
by

γmin
π (ε) =

1

2
[

ε

(mπ/2)
+

(mπ/2)

ε
] , (19)
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Figure 6. Residual maps in units of standard deviation in the energy range
200 MeV–100 GeV. Shown are residuals for model SSZ4R20T150C5 (top) and
model SLZ6R20T∞C5 (bottom). The top map shows in addition a sketch of a
few identified large-scale residuals, Loop I (green), Magellanic stream (pink),
and features coincident with those identified by Su et al. (2010) and Dobler et al.
(2010) (magenta). The maps have been smoothed with a 0.◦5 hard-edge kernel.
The kernel is inclusive so that every pixel intersecting the kernel is taken into
account.
(A color version of this figure is available in the online journal.)

not show figures for all of the models considered in the
paper. A few models are chosen for display, selected to show
the range of results, emphasizing the differences between the
models. The figures for all of the models are available in the
online supplementary material. Note that the comparison models
incorporate the factors found from the fit to the γ -ray data so
directly comparing the GALPROP output using the GALDEF
files provided in the online supplementary material will not give
identical results.

4.2.1. Residual Sky Maps

Figure 6 shows the residual sky maps in units of standard de-
viations69 for models SSZ4R20T150C5 and SLZ6R20T∞C5. All
models display large-scale residuals with similar, but not iden-
tical, features. A more physical way of comparing the models
to the data are fractional residual maps, (data − model)/data,
shown in Figure 7 for the same models. The Galactic plane
shows significant (greater than 4σ ) positive and negative struc-
ture in the inner Galaxy, but mainly positive in the outer Galaxy.
While the residuals are statistically significant, Figure 7 shows
that the fractional difference in the inner Galactic plane is less
than 10%.

All of the models considered have large positive residuals at
intermediate and high latitudes about the Galactic center, most

69 Calculated as sign(∆) ∗
√

2(data ∗ log(data/model) − ∆) with
∆ = data − model.

Figure 7. Fractional residual maps, (model − data)/data, in the energy range
200 MeV–100 GeV. Shown are residuals for model SSZ4R20T150C5 (top) and
model SLZ6R20T∞C5 (bottom). The maps have been smoothed with a 0.◦5
hard-edge kernel; see Figure 6.
(A color version of this figure is available in the online journal.)

notably features coincident with those described by Su et al.
(2010) and Dobler et al. (2010), and a feature that is similar to
the radio-detected Loop I (Casandjian et al. 2009). The negative
residual of the Magellanic stream is also visible in the southern
hemisphere. It was not subtracted from the H i annular column
density maps because its contribution to the column density
was incorrectly assumed to be negligible. However, this does
not affect our model comparison because the models all include
this same extra column density. Due to the limited freedom in
our fits of the DGE to the γ -ray sky, no attempt will be made
here to characterize these residual structures but we do note that
their shapes depend on the assumed DGE model.

Point sources are also evident in the large-scale residuals,
indicating that the point-source fluxes determined by the fit are
biased in these areas. However, their PSF-like spatial extent
prevents them from affecting the DGE modeling significantly.
Only in areas with many overlapping point sources, such as in
the Galactic ridge, can they mimic the structure of the DGE.
Our tests have shown that inaccurate source modeling causes
less than 20% variations in the derived XCO factors, less than the
variation caused by the CR source distribution and gas properties
(see Section 4.3).

The track of the Sun along the ecliptic can also be seen
(particularly in the north), although it is not very prominent.
The quiet Sun is a source of high-energy γ -rays from CR
nuclei interacting in its atmosphere (Seckel et al. 1991) and
CR electrons and positrons IC scattering of the heliospheric
photon field (Moskalenko et al. 2006a; Orlando & Strong 2007,
2008; Abdo et al. 2011). However, when averaged over a year
the overall intensity of this component is very small, being less

12
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FIG. 2. Top panel: The latitudinal profile of the Galactic
Plane over a longitude range of −75◦ < l < 60◦. Shown is
the differential flux at 1 TeV including sources. H.E.S.S. TeV
data, which include known sources, are indicated by black
crosses. The minimal 1 TeV γ-ray from hadronic interactions,
estimated using HI and H2 data (traced by CO data) and a
solar-like cosmic-ray spectrum (see text), is shown as model
curve. The dashed line includes a nuclear enhancement factor
of 2.1. Model curves do not comprise a reduction due to
background subtraction. Bottom panel: The same as the top
panel, except only the DAR (for the definition see Fig. 1 top
panel) is considered. Model curves correspond to the minimal
hadronic γ-ray emission expected in the same region.

Gas templates of HI and H2 column densities are used
for the calculation: HI data originate from the Lei-
den/Argentine/Bonn Survey [16], a column density is ob-
tained assuming a spin temperature of TS = 125 K. The
H2 column density is traced by CO (1-0) measured by
the NANTEN telescope. The conversion factor is chosen
to be XCO = 2 · 1020 cm−2 K−1 km−1 s [11]. Since the
degeneracy between HI, H2 and dust-related tracers for
energetic γ-ray emission is not yet satisfactorily resolved
at lower energies - where the majority of all observed
photons is attributed to diffuse Galactic emission [2, 4]
- an additional dust-related (dark gas) component is not
considered here.
The minimum expected γ-ray flux is obtained from in-
tegrating the product of the gas column density n(l, b),

the interaction cross section dσCR−→γ

dECR
, and the cosmic-ray

energy spectrum J(ECR) [9] over energy:

dF (l, b)

dEγ
=

∫
dσCR−→γ

dECR
n(l, b)J(ECR) dECR .

The parametrization of the interaction cross section fol-

lows Kelner et al. [17]. H2 is treated as two individual
protons. For a conservative minimum in the calculated γ-
ray emission, the proton cross section is applied also for
heavier cosmic-ray nuclei. A nuclear enhancement fac-
tor accounting for contributions of nucleonic cosmic-ray
interactions (beyond proton-proton) to the diffuse γ-ray
emission is model-dependent but typically considered in
the range of 1.5 to 2 (see [20] and references therein). In
Figs. 1 and 2 the corresponding flux according to a more
recent estimate of ≈ 2.1 by Kachelriess et al. [15] is in-
dicated by a dashed line.
When comparing the shape of the distributions, a dif-
ference can be observed in the widths of the latitudinal
profiles: The hadronic component exhibits a FWHM of
2◦. The H.E.S.S. data exhibits a narrower width of 1◦

for the total flux including γ-ray sources, while the pro-
file of the DAR has a FWHM of 1.2◦ - slightly broader,
which could hint at a composite origin of the DAR sig-
nal, consisting of both γ-ray sources and hadronic diffuse
emission. Considering the fraction of the hadronic contri-
bution, the minimum estimated from p-gas interactions
in the range of −1◦ < b < 1◦ is 9% for the total flux and
26% for the DAR. These values increase to 19% (total)
and 55% (DAR) when considering the nuclear enhance-
ment factor. The background subtraction that is applied
to the H.E.S.S. data reduces the detectable γ-ray emis-
sion by around a third, yielding fractions of 14% (total)
and 36% (DAR) for the hadronic contribution in the re-
spective signal.

2. Large-scale inverse Compton emission

Another major contribution to the diffuse emission sig-
nal at very high energies is predictably related to contin-
uous cosmic-ray electron and positron energy losses via
inverse Compton (IC) scattering. Both existence and rel-
evance of an IC-emission contributing to an observable
diffuse emission signal can be deduced from the imme-
diately neighboring energy band, the Galactic diffuse γ-
ray emission at GeV energies. Studies of the Galactic
diffuse emission in the Fermi-LAT energy range [3] indi-
cated contributions by IC-scattering to the total observed
diffuse emission with an intensity up to the same order
of the pionic emission component. More specifically, IC-
related γ-ray emission was reported at similar intensity to
the hadronic γ-ray emission produced from gas traced by
HI for high Galactic latitudes, and dominant above tens
of GeV [3]. Spectral extrapolation is suggestive of both
hadronic and IC-related emission components extending
towards even higher energies before either energy losses
soften or even cut-off the IC-spectrum, or the neutral
pion production spectrum might indicate the imprint of
the maximum energy reached by particle acceleration in
our Galaxy. At first glance, the IC-emission component
used to interpret the Fermi-LAT detected diffuse Galac-
tic emission might serve as a reasonable template for such
an extrapolation. Respective predictions were derived on

H.E.S.S. collaboration (2014) PRD 90 122007

E > 0.25 GeV

-75º < l < 60º

LHAASO collaboration (2023) PRL 131 151001

5

for each energy bin by randomly assigning the arrival time
of every event in the observational data. We then apply the
same background estimation technique to each mock data set,
which yields a distribution of estimated background counts
(No↵

i ) for given energy bin. This distribution can be approxi-
mately described by a Gaussian distribution with width �bkg

i .
The likelihood function in Eq. (1) includes a Poisson term,
representing the statistical probability of the observed number
of events, and a Gaussian term, representing the probability
of the background fluctuation. The flux in each energy bin is
determined by fitting the normalization parameter �0, while
the spectral index is fixed at the best-fit value obtained from
the whole-band fitting.

Results. — The LHAASO-KM2A significance maps of the
two sky regions after masking detected sources are shown in
Fig. 1. The one-dimensional significance distributions are
given in Fig. S2 in the Supplemental Material. As a
comparison, reference regions which are ROIs shifted along
the right ascension (R.A.) in the celestial coordinates show
standard Gaussian distributions of the significance, indicat-
ing that our background estimate is reasonable (Fig. S2 of the
Supplemental Material). The total significance of the in-
ner (outer) Galaxy region is 29.1� (12.7�). No significant
point-like sources are present in the significance maps after
the mask, except for some hot spots, which need more data to
confirm whether they are point-like sources or di↵use emis-
sions. The LHAASO results give the first measurement of
di↵use emission in the outer Galaxy region in the VHE-UHE
domain.

Fig. 2 shows the derived fluxes of the di↵use emission in
the two regions. The fluxes in di↵erent energy bins are tabu-
lated in Tables S2 and S3 of the Supplemental Material).
From Fig. 1 we can see that considerable regions along the in-
nermost Galactic disk are masked for the inner Galaxy region.
Since the expected di↵use emission is non-uniform, the cur-
rent measurements are thus not equivalent to the total average
emission in the ROIs. As an estimate, we find that the aver-
age di↵use emission in the ROIs without any masking will be
higher by ⇠ 61% and ⇠ 2% than our measurements assum-
ing a spatial template of the PLANCK dust opacity map in the
inner and outer Galactic regions, respectively.

We fit the measured spectrum using a power-law function,
finding that the index is �2.99 ± 0.04stat for the inner Galaxy
region and �2.99 ± 0.07stat for the outer Galaxy region (see
Table I). Possible spectral structures deviating from power-
laws are not significant, and more data statistics are needed to
further address such issues. As a comparison, the power-law
fitting to the spectrum without subtracting the residual source
contamination as given in Table S1 obtains �3.01 ± 0.04stat
for the inner region and �2.99 ± 0.07stat for the outer region,
indicating that the e↵ect due to residuals of known sources is
minor.

In Fig. 3, we present the longitude and latitude profiles for
the two sky regions, for energy bands of 10 � 63 TeV and
63 � 1000 TeV. The latitude integration range when deriving
the longitude profile is from �5� to +5�, and the longitude in-
tegration ranges for the latitude profiles are the same as the
definitions of the ROIs. The di↵use emission shows a clear

E
2

.5
F

lu
x
 (

T
eV

1
.5

 c
m

-2
 s

-1
 s

r-1
)

E (TeV)

LHAASO-KM2A
power-law fit

10
-11

10
-10

10
-9

10
1

10
2

10
3

(a)

15°<l<125°, -5°<b<5°

×3.0

E
2

.5
F

lu
x
 (

T
eV

1
.5

 c
m

-2
 s

-1
 s

r-1
)

E (TeV)

LHAASO-KM2A (outer)
power-law fit

10
-11

10
-10

10
-9

10
1

10
2

10
3

(b)

125°<l<235°, -5°<b<5°

×2.0

FIG. 2. Measured fluxes of di↵use �-ray emission in the inner and
outer Galaxy regions. The smaller error bars show the statistical er-
rors and the larger ones show the quadratic sum of the statistical and
systematic errors. In each panel, the dashed line shows the best-
fit power-law function of the data, the grey shaded band shows the
model prediction assuming local CR spectra and the gas column den-
sity with the same mask as the data, and the cyan shaded band is the
grey one multiplied by a constant factor of 3.0 for the inner region
and 2.0 for the outer region.

TABLE I. Fitting parameters of the LHAASO-KM2A di↵use spec-
tra.

�0 ↵

(10�14 TeV�1 cm�2 s�1 sr�1)
Inner Galaxy 1.00 ± 0.04stat ± 0.09sys �2.99 ± 0.04stat ± 0.07sys

Outer Galaxy 0.44 ± 0.04stat ± 0.05sys �2.99 ± 0.07stat ± 0.12sys

decrease from the inner Galaxy to the outer Galaxy and a con-
centration in the low Galactic latitudes. We fit the longitude
and latitude distributions using the gas template traced by the
PLANCK dust opacity map, as shown by the solid line in each
panel. The results show that the measured latitude distribu-
tions generally agree with the gas distribution, except for a
slight deviation for 10 � 63 TeV profile in the outer region
(the p-value of the fitting is about 0.03). We can see a clear
deviation of the data from the gas template for the longitude
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cosmic-ray spectrum in the first model is assumed to be
identical everywhere in the Galaxy, while the spectrum in
the second model is assumed to be harder in the central
region of the Galaxy than that at the Earth as indicated
by the observed spectral index of Galactic diffuse gamma
rays in 0.1 < E < 100 GeV. This kind of scenario was
also discussed elsewhere [24]. Both models can repro-
duce the observed flux and spatial distribution of arrival
directions by Fermi -LAT in the GeV energy region. The
predicted gamma-ray spectrum above 1 GeV is also dom-
inated by the contribution from the hadronic interaction
between the interstellar matter and cosmic rays. It was
concluded that the contribution to the diffuse gamma
rays from the IC scattering and bremsstrahlung by rel-
ativistic electrons is less than 5% compared with the
hadronic process above 100 TeV, considering the steep
electron and positron spectra with p = −3.8 measured
by HESS [25], DAMPE [26] and CALET [27]. Another
model [28] showed the IC scattering contribution in the
low Galactic latitude is negligible above 20 TeV.

Gray histograms in Fig. 2 show the prediction of the
space-independent model [8]. It is seen that the distri-
bution in (a)(b) is overall consistent with the model pre-
diction. The distribution in (c) observed in 398 < E <
1000 TeV looks broader than that in (a)(b), but it is
also statistically consistent with the prediction rebinned
in every 5◦ of the Galactic latitude (b).

Figure 4 shows the observed differential energy spec-
tra of diffuse gamma rays, compared with the model pre-
dictions by Lipari and Vernetto [8] in which gamma-ray
spectra are calculated in (a) 25◦ < l < 100◦ and (b)
50◦ < l < 200◦ along the Galactic plane, each in |b| < 5◦.
The measured fluxes by the Tibet AS+MD array are
summarized in Table S2 in Supplemental Material [37].
These fluxes are obtained after subtracting events within
0.5◦ from the known TeV sources and the systematic er-
ror of the observed flux is approximately 30% due to the
uncertainty of absolute energy-scale [21]. We corrected
time variation of detector gain at each detector based
on the single particle measurement for each run. The
time variation of gamma-ray-like excess above 100 TeV
in |b| < 5◦ is stable within approximately 10%. It is
seen that the measured fluxes by the Tibet AS+MD ar-
ray are compatible with both the space-independent and
space-dependent models based on the hadronic scenario.
As a leptonic model, it is proposed that gamma-ray ha-
los induced by the relativistic electrons and positrons
from pulsars explain the Galactic diffuse gamma rays
above 500 GeV [29]. However, the gamma-ray flux pre-
dicted by this model has an exponential cutoff well below
100 TeV, and is inconsistent with the observation by Ti-
bet AS+MD array (see Fig. 4(a)).

The observed flux in the highest energy bin in 398 <
E < 1000 TeV looks higher than the model predic-
tion, but it is not inconsistent with the model when the
statistical and systematic errors are considered. Above
398 TeV, the total number of observed events is 10 in each
of 25◦ < l < 100◦ and 50◦ < l < 200◦, which includes
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FIG. 4. Differential energy spectra of the diffuse gamma
rays from the Galactic plane in the regions of (a) |b| < 5◦,
25◦ < l < 100◦ and (b) |b| < 5◦, 50◦ < l < 200◦, respectively.
The solid circles show the observed flux after excluding the
contribution from the known TeV sources listed in the TeV
gamma-ray catalog [9], while the solid and dashed curves dis-
play the predicted energy spectra by the space-independent
and space-dependent models by Lipari and Vernetto [8], re-
spectively (see text). The dotted curve in panel (a) shows
the flux predicted by a leptonic model [29] in which gamma
rays are induced by relativistic electrons and positrons from
pulsars. Solid squares in panel (a) and triangles with arrows
in panel (b) indicate the flux measured by ARGO-YBJ [17]
and the flux upper limit by the CASA-MIA experiment [18],
respectively. The error bar shows 1σ statistical error.

the Cygnus region around l = 80◦. Interestingly, 4 out of
10 events are detected within 4◦ from the center of the
Cygnus cocoon, which is claimed as an extended gamma-
ray source by the ARGO-YBJ [30] and also proposed as
a strong candidate of the PeVatrons [31], but not taken
into account in the model [8]. If these 4 events are sim-
ply excluded, the observed flux at the highest energy in
Fig. 4 better agrees with model predictions.

The high-energy astrophysical neutrinos are also a
good probe of the spectrum and spatial distribution of
PeV cosmic rays in the Galaxy [32, 33]. According to
Lipari and Vernetto [8], the diffuse gamma-ray/neutrino
fluxes predicted near the Galactic center (|l| < 30◦) by
the space-dependent model are more than 5 times higher
than that predicted by the space-independent model
in 100 TeV < E < 10 PeV. Therefore, the gamma-
ray/neutrino observations in the southern hemisphere
will also play important roles to understand or con-
strain the spatial distribution of PeV cosmic rays in the
Galaxy. Probing PeV diffuse gamma rays/neutrinos from
the large-scale structures, such the Fermi-bubble [34] and
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excess suggests a significant contribution of unresolved sources in GDE measured by HEGRA-IACT, likely due to

the non-ideal modeling for the sources in the HEGRA-IACT analysis. Moreover, HEGRA-IACT has measured the

GDE in a narrow region closer to the Galactic center (lower Galactic longitude), which is expected to have a more

significant di↵use emission (as it can be seen in Figure 6). In Figure 9, the estimated spectra of DRAGON for the ⇡0-decay

mechanism, and total di↵use emission (which is a sum of ⇡0-decay and IC) are shown. The IC contribution modelled

with DRAGON is negligible. In Figure 9 we also include a comparison with the ARGO-YBJ measurements. However, we

remark that a comparison of HAWC findings with the ARGO-YBJ results is di�cult. ARGO-YBJ reported the GDE
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4. DISCUSSION AND CONCLUSION

We have presented the first analysis of the spectral and angular distribution of the di↵use gamma-ray emission
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and b 2 [�5�, 5�], respectively. We have determined both the longitudinal and latitudinal profiles of this emission and
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Fig. 2. Average spectrum of the �-ray di↵use emission along the galac-
tic plane (|b| < 5�) compared with Fermi-LAT data in three longitude
intervals. The “Sources” component comprises the sources included in
the 4FGL Fermi Catalog as well as unresolved sources and the inter-
stellar galactic background light (IGB) component comprises the extra-
galactic background light and Fermi’s instrumental background.

Fig. 3. Mollweide projection of the all-sky map of Galactic di↵use emis-
sion flux above 100 TeV obtained for the Min �-optimized model. The
contours of the regions probed by Tibet/LHAASO and by IceCube (IC-
86) are shown. J represents the di↵erential flux of �-rays per unit of
solid angle.

of the regions observed by LHAASO (coincident with Tibet AS�
and ARGO) and IceCube-86.

We obtain the integrated flux in these regions, and compare
it to the experimental data without any further ad hoc tuning and
post-processing. We note once again that all the details of the
setup (in particular, the ring-by-ring normalization of the molec-
ular gas density, and the CR transport setup) are set by the com-
parison with both local data on charged CRs and Fermi-LAT data
in the GeV–TeV domain, as commented in greater detail in the
Appendix. The results are presented in Figs. 4, 5 and 6. The
absorption due to ��� scattering is accounted for as described
at the end of Sect. 3.2. Its e↵ect is shown in Fig. 7 for the �-
optimized scenario.

Figure 4, in particular, clearly represents the main result of
this paper. This plot demonstrates that the di↵use emission mod-
els presented in this work, obtained under the assumption that
the emission is fully originated by the di↵use Galactic CR “sea”,
are able to capture the main features of the observed data over a
remarkably wide range of energies, from 10 GeV all the way up
to the PeV domain. This is already a major result.

However, since we are willing to go beyond this first level
of interpretation and use our results to learn something about

Fig. 4. Gamma-ray spectra computed within the conventional (Base)
and �-optimized scenarios compared to Tibet AS� (Amenomori et al.
2021) and LHAASO (Zhao et al. 2021; preliminary) data in the win-
dow |b| < 5�, 25� < l < 100�. The Galactic di↵usion emission spectrum
measured by Fermi-LAT and extracted as discussed in Sect. 2.2, and
the ARGO-YBJ data (Bartoli et al. 2015) in the same region, are also
shown. The contribution of unresolved sources, which may be signifi-
cant at the highest energies, is not shown. The models account for the
e↵ect of �-ray absorption onto the CMB photons (see Sect. 3.2).

Galactic CR properties we face two main problems. First, there
is a significant degeneracy between the choice of the CR trans-
port setup and that of the source spectra (which, as we show, also
depends on the CR data systematics. Second, there is a signifi-
cant scatter of the Tibet and LHAASO data above 50 TeV. While
this situation is likely to improve with the next data releases,
we may already get some valuable hints limiting ourselves to
consider only the lowest energy bin of the two experiments that
should be a↵ected by lower systematics. Interestingly, we find
that the four lowest energy LHAASO points (below 50 TeV) are
well aligned among themselves and the Tibet values. We note
that these data favor the �-optimized Max model. Even if we
were to disregard the Tibet data, or assume that they are con-
taminated by the emission of the Cygnus cocoon (see Sect. 2.3),
the �-optimized scenario would still be the preferred one, but
in its Min realization (see also Fig. 7). Although the Base–Max
model is also in reasonable agreement with the LHAASO data, it
is disfavored by the Fermi-LAT and ARGO results. This shows
the importance of using data over the widest possible energy
range.

We also consider the Tibet AS� data in the window |b| < 5�,
50� < l < 200� (Fig. 5). We note that in this more external region
the predictions of the �-optimized and Base scenarios are quite
similar so that these data may help to remove the degeneracy
between the choice of the transport scenario and the shape of
the source spectrum. Remarkably, even accounting for a possi-
ble contamination due to Cygnus-OB2, the Tibet results seems to
clearly favor the Max setup. It will be very interesting, therefore,
to see if LHAASO can confirm the Tibet results in that region.
This will be also relevant in order to find an alternative inter-
pretation of the Tibet results given in terms of the emission of
unresolved pulsar wind nebulae (Vecchiotti et al. 2022).

We also performed a comparison of our models with Ice-
Top and CASA-MIA upper limits which refer to regions di↵er-
ent from those probed by Tibet and LHAASO (see Fig. 3). As
is evident in Fig. 6, where we also show the ARGO-YBJ data,
although these limits do not constrain any of our models yet,
the IceTop sensitivity is close to the level required to test the
�-optimized Max model.
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represent potential uncertainties from the inelastic hadronic
interaction models or differences of propagation between
leptons and nuclei. The spatial distribution of primary species
is assumed to follow that of supernova remnants or pulsars,

( ) ( ) [ ( ) ] ( ∣ ∣ )f r z r r r r r z z, exp 3.56 exp s
1.25= - - -: : : , with

re= 8.5 kpc and zs= 0.2 kpc (Trotta et al. 2011).

3.2. Cosmic Ray Fitting Results

In this work, we use the CR propagation parameters obtained
in Yuan et al. (2020), which fitted the fluxes of Li, Be, B, C,
and O by AMS-02 (Aguilar et al. 2017, 2018), Voyager-1
(Cummings et al. 2016), andthe Advanced Composition
Explorer10 (Yuan 2019). To link the Voyager-1 measurements,
which were expected to take place outside the solar system,
with the measurements on top of the Earth, a force-field solar
modulation model (Gleeson & Axford 1968) is used. Two
typical setups of the CR propagation model are assumed: a
diffusion + convection (DC) one11 and a diffusion +
reacceleration (DR) one. The improvement of the fitting for a
model including both reacceleration and convection is expected
to be limited since a large convection velocity is disfavored by
the data and the DR model already fits the data well

(Yuan et al. 2020). The best-fitting propagation parameters
are given in Table 2 (Yuan et al. 2020), and comparisons
between the best-fitting model predictions and observational
data are shown in Figure B1 of Appendix B. More details about
the fitting procedure and results can be found in Yuan et al.
(2020).
Fixing the propagation parameters derived from fitting to the

intermediate mass nuclei, we get the injection spectra of
protons, helium nuclei, electrons, and positrons, which are most
relevant to the calculation of diffuse γ-rays. The proton and
helium data used include those measured by Voyager-1
(Cummings et al. 2016), AMS-02 (Aguilar et al.
2017, 2021), DAMPE (An et al. 2019; Alemanno et al.
2021), IceTop (Aartsen et al. 2019), and KASCADE-Grande
(Apel et al. 2013). Since the measurements around the knee
region show remarkable differences among different experi-
ments, we try to match the data with high and low flux
assumptions to give an uncertainty band of the results. For
positrons and electrons, we use the positron spectrum measured
by AMS-02 (Aguilar et al. 2019b) and the total electron plus
positron spectra measured by Voyager-1 (Cummings et al.
2016), AMS-02 (Aguilar et al. 2019a), and DAMPE (DAMPE
Collaboration et al. 2017). The derived source parameters are
given in Tables 3 and 4. Figure 1 shows the spectra of protons,
helium nuclei, positrons, and total electrons plus positrons,
compared with the data. The major spectral structures of these
particles can be properly reproduced.

Figure 2. Wide-band spectra of diffuse γ-ray emission. Left panels are for the inner Galaxy region, and right panels are for the outer Galaxy region. The top two
panels show the model predictions of the DC model, and the bottom two are for the DR model.

10 http://www.srl.caltech.edu/ACE/ASC/level2/lvl2DATA_CRIS.html
11 However, as shown in Yuan et al. (2020), the fitted convection velocity is
close to 0 and the model reduces to a plain diffusion model.
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FIG. 1: Calculated distributions of E = 1 PeV cosmic ray
protons in the Galactic disc at a given time, as seen from
above. In the upper panel, we assume that 1.6% of all SNe
accelerate cosmic rays to PeV, and in the lower panel, we
assume that 10% of SNe accelerate to PeV. The cosmic ray
flux is normalised to the value measured at Earth, and the
color bar is in log10 scale.

This allows us to simulate the evolution with time of the
cosmic ray distribution in the Galaxy at ⇠ (1�100)PeV
energies.

In order to calculate the cosmic ray flux at any point
in the Galactic disc, we divide it in (100 pc)3 bins up to
a radius of 20 kpc in the Galactic plane and up to z =
±400 pc from the Galactic plane. We calculate the cosmic
ray density in each bin assuming that the original cosmic
ray flux injected at each source follows a power law E�↵

up to a maximum energy Emax, and that the total energy
deposited in cosmic rays by each SN is 1050 erg between
1GeV and Emax.

We find that, at the Earth position (8.2 kpc from the

FIG. 2: Same as in Fig. 1, but for cosmic ray protons with
E = 10PeV. In the upper panel, we assume that 1.6% of all
SNe accelerate cosmic rays to 10PeV. In the lower panel, we
assume that 10% of SNe accelerate to 10PeV.

Galactic center), 90 % of the cosmic ray flux at PeV
energies comes from sources that are simulated from the
4 nearest “reference sources” around the Earth. Since
we are mostly interested in studying the cosmic ray flux
at the Earth here, we simulate, for a greater precision,
104 cosmic ray trajectories from each of these 4 reference
sources, instead of the 103 trajectories used for the other
reference sources.
In Fig. 1, we show two examples of cosmic ray distri-

butions in the Galactic disc at E = 1 PeV, averaged over
the altitudes �100 pc < z < 100 pc. The upper panel
corresponds to the case where only 1.6% of all SNe con-
tribute to the cosmic ray flux at this energy, whereas the
lower panel corresponds to the case where 10% of SNe
contribute. In both panels, we plot the relative cosmic
ray fluxes, normalized to the value measured at Earth.
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Figure 6. High-energy �-ray emissions and fractional residuals for the TDD solution at selected energies. The first row shows the total all-sky intensities for
the TDD solution at 599.5 Myr, corresponding to the CR intensity sample shown in Fig. 3. The second row shows fractional residuals at the same energies for
total �-ray intensities for the TDD solution using the SSSA50 total �-ray emissions as the baseline. The third and fourth rows show the corresponding fractional
residuals for total gas-related (⇡0-decay and bremsstrahlung) and IC emissions using the respective SSSA50 predictions (gas-related, IC). The longitude meridians
and latitude parallels have 45� spacing.

ground. The IC intensities at mid-to-high latitudes from these
models are a major cause of systematic uncertainty for the
Galactic foreground estimation. Correspondingly, modelling
and analysis that does not account for possible discretisation
effects may also induce biases in the derived isotropic back-
ground properties.

Figure 6 shows the all-sky intensities and fractional residu-
als for the TDD solution with SSSA50 baseline, corresponding
to the sample of CR intensities shown by Fig. 3 (599.5 Myr)
and also the second-to-last time axis tick mark of the �-ray
intensity time series shown in Fig. 5. Comparing the total in-

tensity12 panels, only modest differences with increasing en-
ergy are evident . 100 GeV. For higher energies, the distri-
bution about the plane for the emissions becomes narrower,
with individual regions appearing more prominent, particu-
larly at high latitudes. A clearer picture of the effect of the
discretised regions is given by the fractional residuals, which
are shown for the total intensities by the second row of Fig. 6
at the same energies as the first row. The fractional residu-
als also for gas-related (⇡0-decay and bremsstrahlung) and IC
scattering are also separated (third and fourth rows) to enable

12 Note that the IC intensities are relatively higher because, as noted earlier,
the contribution by CR He nuclei is not included for the ⇡0-decay emissions.
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total �-ray intensities for the TDD solution using the SSSA50 total �-ray emissions as the baseline. The third and fourth rows show the corresponding fractional
residuals for total gas-related (⇡0-decay and bremsstrahlung) and IC emissions using the respective SSSA50 predictions (gas-related, IC). The longitude meridians
and latitude parallels have 45� spacing.

ground. The IC intensities at mid-to-high latitudes from these
models are a major cause of systematic uncertainty for the
Galactic foreground estimation. Correspondingly, modelling
and analysis that does not account for possible discretisation
effects may also induce biases in the derived isotropic back-
ground properties.

Figure 6 shows the all-sky intensities and fractional residu-
als for the TDD solution with SSSA50 baseline, corresponding
to the sample of CR intensities shown by Fig. 3 (599.5 Myr)
and also the second-to-last time axis tick mark of the �-ray
intensity time series shown in Fig. 5. Comparing the total in-

tensity12 panels, only modest differences with increasing en-
ergy are evident . 100 GeV. For higher energies, the distri-
bution about the plane for the emissions becomes narrower,
with individual regions appearing more prominent, particu-
larly at high latitudes. A clearer picture of the effect of the
discretised regions is given by the fractional residuals, which
are shown for the total intensities by the second row of Fig. 6
at the same energies as the first row. The fractional residu-
als also for gas-related (⇡0-decay and bremsstrahlung) and IC
scattering are also separated (third and fourth rows) to enable

12 Note that the IC intensities are relatively higher because, as noted earlier,
the contribution by CR He nuclei is not included for the ⇡0-decay emissions.

1 TeV

Discretised sources
Porter et al. (2019) ApJ 887 2 250



of 24L. Tibaldo

Unresolved sources

17

17

10�6

10�5

10�4

E
2.

7
J

in
s�

1
cm

�
2

sr
�

1
G

eV
1.

7

|b| < 5�, 25� < l < 100�

Fiducial Model

LHAASO Preliminary

ARGO-YBJ

TibetAS�+MD

Statistical from CR fit

CR source distribution

Gas map

Cross-section

ISRF

|b| < 5�, 25� < l < 100�

Fid. Mod.+Unr. Src.

Fiducial Model

LHAASO Preliminary

ARGO-YBJ

TibetAS�+MD

Statistical from CR fit

CR source distribution

Gas map

Cross-section

ISRF

Unresolved sources

0.5

1.0

1.5

10�6

10�5

10�4

E
2.

7
J

in
s�

1
cm

�
2

sr
�

1
G

eV
1.

7

|b| < 5�, 50� < l < 200� |b| < 5�, 50� < l < 200�

101 102 103 104 105 106 107

E in GeV

0.5

1.0

1.5

101 102 103 104 105 106 107

E in GeV

Figure 7. Gamma-ray intensities as a function of energy in the two windows |b| < 5�, 25� < l < 100� (top row) and |b| < 5�,
50� < l < 200� (bottom row). In the left column, we show our model prediction for the best-fit GCR parameters, combined
with the Ferrière (2001) source distribution, the GALPROP galactic gas maps, the AAfrag production cross-sections as well as the
GALPROP ISRF. In the right column, we have also added the Vecchiotti et al. (2022) model for the unresolved sources. The various
uncertainties are indicated by the shaded bands. We also compare with the observations by Tibet AS�+MD (Amenomori et al.
2021), ARGO-YBJ (Bartoli et al. 2015a) and LHAASO (Zhao et al. 2021). The upper panels show the absolute intensities, the
lower panels are normalized to the fiducial intensity.

ken power law extrapolation of the spectra from GeV
to PeV energies. We judge that extrapolation to not
be well justified in light of data at the knee and recent
data just below the knee. Below a few hundred TeV
and a few PeV, the predictions from the KRA�-5 and
KRA�-50 models, respectively, are significantly harder
than ours. This is of course in part due to the harder
spectral index exhibited by these models in the inner
Galaxy, but also due to the choice of the cross-sections
from Kamae et al. (2006), which as shown in Figure 11,
leads to systematically harder spectra than the AAfrag
parametrization adopted in our fiducial model. Already
at 100 TeV, both models overpredict our neutrino inten-
sity by roughly an order of magnitude. At a few PeV,
this difference has grown to almost two orders of mag-

nitude in the case of the KRA�-50 model. Note that
spectra are generally softer above a few hundreds of TeV
(a few PeV) for KRA�-5 (KRA�-50) due to the assumed
exponential cut-off.

The inclusion of unresolved sources in the inner
Galaxy window (top right panel of Figure 8) leads to
a much enhanced neutrino intensity below ⇠ 1 PeV.
Our prediction is much closer to the prediction from
the KRA�-5 model, even though the origin of the hard
spectrum is very different.

For the outer Galaxy window (middle row of Figure 8),
the intensities are overall smaller by about a factor two
to three, but the spectral shapes are rather similar. This
is to be expected given that we assume no spatial vari-
ation of the diffusion coefficient or the source spectra
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Figure 7. Gamma-ray intensities as a function of energy in the two windows |b| < 5�, 25� < l < 100� (top row) and |b| < 5�,
50� < l < 200� (bottom row). In the left column, we show our model prediction for the best-fit GCR parameters, combined
with the Ferrière (2001) source distribution, the GALPROP galactic gas maps, the AAfrag production cross-sections as well as the
GALPROP ISRF. In the right column, we have also added the Vecchiotti et al. (2022) model for the unresolved sources. The various
uncertainties are indicated by the shaded bands. We also compare with the observations by Tibet AS�+MD (Amenomori et al.
2021), ARGO-YBJ (Bartoli et al. 2015a) and LHAASO (Zhao et al. 2021). The upper panels show the absolute intensities, the
lower panels are normalized to the fiducial intensity.

ken power law extrapolation of the spectra from GeV
to PeV energies. We judge that extrapolation to not
be well justified in light of data at the knee and recent
data just below the knee. Below a few hundred TeV
and a few PeV, the predictions from the KRA�-5 and
KRA�-50 models, respectively, are significantly harder
than ours. This is of course in part due to the harder
spectral index exhibited by these models in the inner
Galaxy, but also due to the choice of the cross-sections
from Kamae et al. (2006), which as shown in Figure 11,
leads to systematically harder spectra than the AAfrag
parametrization adopted in our fiducial model. Already
at 100 TeV, both models overpredict our neutrino inten-
sity by roughly an order of magnitude. At a few PeV,
this difference has grown to almost two orders of mag-

nitude in the case of the KRA�-50 model. Note that
spectra are generally softer above a few hundreds of TeV
(a few PeV) for KRA�-5 (KRA�-50) due to the assumed
exponential cut-off.

The inclusion of unresolved sources in the inner
Galaxy window (top right panel of Figure 8) leads to
a much enhanced neutrino intensity below ⇠ 1 PeV.
Our prediction is much closer to the prediction from
the KRA�-5 model, even though the origin of the hard
spectrum is very different.

For the outer Galaxy window (middle row of Figure 8),
the intensities are overall smaller by about a factor two
to three, but the spectral shapes are rather similar. This
is to be expected given that we assume no spatial vari-
ation of the diffusion coefficient or the source spectra

Schwefer et al. (2023) ApJ 949 1 16
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Figure 1. The di↵use gamma-ray emission as a function of energy in di↵erent galactocentric rings. Black data
points show the total di↵use �-ray emission associated with interstellar gas measured by Fermi-LAT in each galactocentric
ring (Pothast et al. 2018), the error bars represent the statistical error. The red bands represent the predicted contribution of
unresolved TeV pulsar wind neubulae for ↵ = 1.8, E0 = 0.8 TeV, �TeV = 2.4 and R� ranging between 250� 1500. Green lines
show the di↵use cosmic ray emission inferred by fitting the data with (solid) and without (dashed) including the pulsar wind
nebulae contribution. The dark green bands show the systematic error produced by variations of the flux ratio R�. Light green
bands show the total systematical uncertainty obtained when E0 and �TeV are also allowed to vary. Blue lines represent the total
gamma fluxes predicted as a function of the energy for ↵ = 1.8, E0 = 0.8 TeV, �TeV = 2.4 and R� ranging between 250� 1500.
The gray lines show a power-law with an index of 2.7 for comparison.

reference case and we note that the value ↵ = 1.8 is also obtained for a population of pulsar-powered sources,

Vecchiotti et al. (2022) Com Phys 5 1

• Estimates based on empirical 
models fitted to existing source 
catalogs


• Can explain Fermi anomalies and 
potential excess at TeV/PeV
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Emission in the vicinity of sources
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LHAASO collaboration Science Bulletin (2024) 69 4

P. Martin et al.: Population synthesis of pulsar wind nebulae and pulsar halos in the Milky Way

Fig. 9. Cumulative resolved and unresolved emission for all objects
classes in di↵erent surveys, compared with the “Base Max” interstel-
lar emission model from De la Torre Luque et al. (2022) integrated over
the survey footprint (in black, labeled “IEM”). The mismatch in the
number of objects detectable in the HAWC survey between the top
panel and Table 2 is due to the restriction of the footprint (see text).

fifth of halos are brighter than coincident interstellar emission in
the TeV range. This emission integrated over the full sky is one
to two orders of magnitude above that of fainter objects, for any
class of sources. In the case of PWNe and halos, it is compa-
rable to or exceeds interstellar radiation over 2�200 TeV. This
can have interesting consequences on observations of external
galaxies, such as M31, where the population of pulsar-powered
sources may rival in intensity with interstellar emission and bias

the interpretation of di↵use emission in terms of cosmic-ray
(CR) transport.

We then assess the cumulative emission from all unde-
tectable objects in the surveys considered above, using for
detectability the methodology described in Sect. 4.2. The results
are presented in Fig. 9 for the total spectra, and in Fig. 10 for
the intensity profiles along the plane. In each panel, the interstel-
lar emission spectrum displayed for comparison was integrated
over the footprint of each survey (with a restriction to [0�,180�]
in longitude and [�6�,6�] in latitude for the HAWC survey).

The HAWC survey probes less than half of the population
owing to the location of the instrument in the northern hemi-
sphere. Overall, over the footprint of the survey and in the core
energy range of HAWC, the emission from unresolved halos is
a factor 2�3 below that of interstellar radiation, while that of
unresolved PWNe is fainter by about an order of magnitude. The
actual distribution of these emission components along the por-
tion of the inner plane that was best surveyed is however rather
contrasted, as illustrated in the top panel of Fig. 10.

In the HESS survey, the emission from unresolved PWNe is
at least a factor 5�6 fainter than interstellar emission over most
of the relevant energy range, while that from unresolved halos is
comparable to it, especially above 10 TeV. Overall, at core ener-
gies for HESS, the total emission from resolved or unresolved
pulsar-powered sources and interstellar radiation are predicted
to be of similar magnitude, while the contribution from SNRs is
subdominant.

The CTA survey widens the gap between the total emission
from resolved and unresolved sources, especially in the case of
PWNe where the di↵erence reaches more than an order of mag-
nitude over most of the relevant energy range. Eventually, the
CTA survey succeeds in pushing the emission from unresolved
PWNe by a factor 20 or more below the level of interstellar radia-
tion, leaving only unresolved halos as a comparable contribution
at energies above 10 TeV.

We emphasize that the above statements come with the
caveat that detectability was assessed from the simple criterion
that the flux be above the survey sensitivity. In reality, source
confusion and complicated emission morphologies will most
likely tend to lower the detectable fraction and enhance the unre-
solved contribution. Even more important in the case of halos is
the fact that their unresolved emission is estimated based on the
limit assumption that all middle-aged pulsars do develop a halo.
If only a small fraction of them do so, in the range 5�10% as
suggested in Martin et al. (2022), the above results need to be
rescaled accordingly. In such a case, the emission from halos as
a whole would be subdominant compared to interstellar radia-
tion (see Fig. 8) and their unresolved emission would be a minor
component in all surveys (see Fig. 9). Both statements are all
the more true that our reference model for interstellar radiation
is a minimal prediction; improved models yielding better fits
to gamma-ray observations result in emission levels higher by
20–30% in the 1�10 TeV range (De la Torre Luque et al. 2022).

4.5. Local positron flux from the halo population

Figure 11 shows the local flux of positrons from all mock halos,
for the three suppressed di↵usion region sizes 30, 50, or 80 pc
and di↵usion suppression by a factor 500, compared to the AMS-
02 measurement from Aguilar et al. (2019a). As illustrated in
the plot, most of the local positron flux is contributed by three
dozens of nearby objects within 2 kpc and the corresponding
spectrum peaks at an energy of about 2 TeV. Particles of higher
energies are limited in range owing to strong energy losses,
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• Peculiar conditions → impact on 
transport

• strong turbulence from winds, 

explosions …

• high CR densities (streaming 

instabilities)

• high matter and radiation 

densities (energy losses)

• Confinement/slow diffusion 

suggested by observations of some 
supernova remnants and stellar 
clusters, pulsar halos


• Prevalence of the phenomenon still 
unclear → contribution to diffuse 
emission?
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CTA Consortium arXiv:2310.02828 

generated using

physically-driven model

reconstructed from catalog

using empirical model

(Steppa&Egberts 2020)

See talk by Q. Remy on 
Tuesday for more details
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Diffuse emission and interstellar models
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CTA Consortium arXiv:2310.02828 

minimal model/

homogeneous diffusion

non-homogeneous diffusion

consistent with Tibet/

LHAASO

(De La Torre Luque 2023)

non-homogeneous diffusion

consistent with Fermi LAT 

at 8 GeV

See talk by Q. Remy on 
Tuesday for more details



of 24L. Tibaldo

Detectability of diffuse emission
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CTA Consortium arXiv:2310.02828 

• For all models considered significant detection at Galactic 
longitudes < 60º and energies > 1 TeV


• Different scenarios statistically distinguishable


• Uncertainties in residual CR background and instrument 
response not taken into account

See talk by Q. Remy on 
Tuesday for more details



L. Tibaldo of 24

• Generalities

• The diffuse GeV sky: lessons from Fermi
• Entering the era of the TeV/PeV frontier

• Prospects for CTAO

• Final remarks

23



L. Tibaldo of 24

Final remarks

• Fermi LAT legacy: overall consistency with CR models, but 
unexplained residuals and anomalies persist


• First measurements at TeV/PeV energies

• consistency with models and neutrino measurements to 

be further investigated

• challenges in modelling, estimating the unresolved source 

contributions and dealing with extended emission in the 
vicinity of sources


• Prospects for CTAO

• standard models: can detect diffuse emission and 

statistically distinguish different scenarios

• beyond standard models: key role thanks to unique 

angular resolution

• Complementary to existing/upcoming air-shower arrays, 

better data badly needed in the energy range from sub-MeV 
to several hundred MeV
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