DataPipe Intro



Workshop Goals

Discuss requirements and design

Identify path from current
prototypes to final product

» Identify and fix design i1ssues
» Identify missing pieces

» Identify who does what

Introduce and indoctrinate new
developers - Vision Sharing!
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Project Management
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Use Cases

Releases
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DPPS Management Structure

For the Construction Project But also have some
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Who are we? DataPipe IKC and Partners ( cta

Camera Teams:
DataPipe In-Kind-Contributor Team* Workload
NectarCam
FlashCam DESY Zeuthen / |
LSTCam e, TU Dortmunc LUPM Montpellier
SSTCam CEA/IRFU Paris-Saclay MPpIK Heidelberg
SCTCam
LAPP Annecy
CENBG Bordeaux
o CPPM Marseilles
>imPipe : IFAE Barcelona Common-
DESY Zeuthen (Lead) UCM/GAE Madrid
Software
/ IAA-CSIC Granada \/
CalibPipe

University of Geneva (Lead)
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Do you have access? (cta

GitHub: member of cta-dev group?

GitLab: member of computing/dpps/datapipe group?

CTAO Computing Slack: invited? subscribed to #dpps-datapipe?
computing-dpps-datapipe Mailinglist: subscribed?

Redmine: can see the dpps-coordination and datapipe groups?



https://github.com/cta-observatory
https://gitlab.cta-observatory.org/cta-computing/dpps/datapipe
https://redmine.cta-observatory.org/projects/datapipe/wiki

DataPipe Deliverables (for each major release)

So far, we have not made a DataPipe release, only individual packages

Software

» selected packages in a conda env (+ optionally in a Docker container) Coulq Use 5 Releas
Code Documentation: Manager;

» Users guides (installation + high-level usage) “Week or g

» Developer Docs (API, etc)

Project Documentation: \

» Use Cases / Functionality

» Level-C Requirements Specification derived from use cases

. . . ion for later:
» Requirements Traceability matrices (from UC - LevelC, from Level-C - Level-B Quest
» Requirements Verification Plan (how to check each requirement, includes How do we make?a PataPipe
tests/benchmarks) release?

Release Documentation:

» Requirements Verification Checklist (ensure we did all the checks)



Towards a PDR (cta

DPPS will have a Preliminary Design Review (PDR) within a year
» External + Internal reviewers

» Will look at all documentation (particularly Use Cases and Requirements)
and any existing design and implementation

» Will give official "recommendations" on what to improve or clarify (RIXes)

We need to be prepared
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Context
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Preserve Data at 2+ off-site

DPPS in the CTAO Context data centers

Process it in-place to DL3

« Simulated DLO Products
« DL1, DL2 Products

Science Alert ’ \

Generation (Cat-A)
Service Products

ACADA DPPS SUSS
Array Control — =———ss——) Data Processing =———————————> Science —)‘
... : Cat B & Cat C
R1Data & Data Acquisition (Evf,ff jrogucts . & Preservation D13 Products User Support Cat A-C |
System Service) System (Event, Monitoring, System DL3-DL6 Products ¢ ;o ce
Telescopes IRFs) User
and other
Instruments
A
Science Alert Generation (Cat A)
DL3-DL5 Products
@ DLO Data from Telescopes ® DL3 Event-Lists
® DLO Data from Subarray Trigger (SWAT) ® DL3 IRFs
@ DLO Data From Other Array Elements ® DL3 Monitoring Tables
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DataPipe in the DPPS Context ( cta

DPPS Requirements Specification: https://redmine.cta-observatory.org/dmsf/files/17752/view

m Provide Science-Ready (DL3) data
products for each observation block to
SUSS for eventual dissemination to

(Re-)Produce Manage Storage
High-Quality and Computing
Science Data Resources use rS.
Compute and Manage Data ) ...
Monitor Products
Calibration

r 1 - » Generate DL3 event, monitoring, and IRF data
N Qualty  Computing products from a combination of observed and
simulated DLO data

Manage DPPS
Produce Services

Simulated DLO ~ J » Reproduce after upgrades to calibration or
reconstruction algorithms

16 10}1 38 CEST 2023

Generated on Mon Gf:t

Produce DL3
Data products



https://redmine.cta-observatory.org/dmsf/files/17752/view

DPPS Subsystems: Pipelines and Management (Cta,

— % —

Calibration Simulation

Production Pipeline Production Pipeline
(CalibPipe) (SimPipe)

Overseen by

Data Processing
Pipeline

Using data from
Provide software
(DataPipe)

and Workflows
that execute on

Data Quality
Pipeline

(QualPipe)

5 ]

TR
TR



Workflow View (Black Box)

- Simulated DLO
- | Calibration
DLO Data
ACADA g Products

DataPipe

@a

Data Quality :
DL3 Data )
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Workflow View: (White Box)
DataPipe

Reconstruction Model
Simulated DLO Tra|n|ng
Data Products ' ‘
Callbratlon

Coefﬂments IRF Generation

DLO Data
Products Observation Data

Processing

Benchmarking

Quality Monitoring

@a

Reports

Data Quality
Metrics

DL3 Data
Products
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DataPipe Use Cases
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Use Cases / Functionality

1 Read the Use Cases

1 View this Tree

Process event data
UC-130-1.2

FromDLOtoDL1

UC-130-1.2.1 @ r0
FromDL1toDL2
UC-130-1.2.2 @0
FromDL2toDL3

UC-130-1.2.3



https://gitlab.cta-observatory.org/cta-computing/dpps/dpps-project-management/dpps-use-cases/-/tree/main/DataPipe?ref_type=heads
https://gitlab.cta-observatory.org/cta-computing/dpps/dpps-project-management/dpps-use-cases/-/tree/main/FunctionTree?ref_type=heads

Use Cases / Functionality

DataPipe Functions and Use Cases

_1Read the Use Cases [1View this Tree ) .
Generate DL3 Data
products
Process Data Products Process Simulation Process Observation
Datasets Datasets
UC-130-1
\ y UC-130-2 UC-130-3
Select or create datasets r ) r )
Produce Reconstruction Produce DL3 Data
UC-130-1.1 Models Products
\ J for an observation
UC-130-2.1
\ y UC-130-3.1
Process event data X )
UC-130-1.2 Produce Energy Model ( R
Process events from DLO
UC-130-2.1.1 to D|_3
FromDLOtoDL1 ) ’ UC-130-3.1.1

UC-130-1.2.1 E r0

FromDL1toDL2

UC-130-1.2.2 E 0

7~

FromDL2to DL3

UC-130-1.2.3

N\

Produce Gammaness
Model

UC-130-2.1.2

N

Disp Model

UC-130-2.1.3

Produce Mono Geometry

the observation

UC-130-3.2.2

Marginalize general IRFs to

N\

s

Compute IRFs tailored to
observation

UC-130-3.2.3

N\
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Use Cases / Functionality

B Vviodel(s
Train a reconstruction Produce DataPipe Quality
model UC-130-2.1.4 Metrics
UC-130-1.3 UC-130-3.2
) ’ Benchmark (Verify) Results L ’
Apply a reconstruction el Generate DLO quality
models to event data \ J metrics
UC-130-1.4 ( A UC-130-3.2.1
L ) Benchmark DLO event . J
data
Benchmark a simulated SR Generate D L 1quality
data processing result - J metrics
UC-130-1.5 f ) UC-130-3.2.2
L ) Benchmark D L 1event L )
data
Compute an IRF o Generate DL2 quality
. ) metrics
UC-130-1.6
X J [ R UC-130-3.2.3
Benchmark \ )
r ) Reconstruction Models
Generate an observed ( \
data quality metric SOl Generate DL3 quality
. ) metrics
UC-130-1.7
X J [ R UC-130-3.2.4
Benchmark DL2 event . )
r ) data
Merge processed data
products UC-130-2.2.4
] UC-130-1.8 J r 1 Th's may Ho
Benchmark IRFs e
Are we Misgj "plete go 41
UC-130-2.2.5 S ”g Som . -
L J ething?
Benchmark DL3 event
data




DataPipe Releases
(connected to DPPS releases)
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Releases

For each release:

» Identify which use cases
to implement and test

» Update Use Case
descriptions if unclear

» Implement code

» Verification

Regs linked to UC2

UCT

D
D

D

Regs linked to UC2

’ C-DPPS-DP-2210

s opazs L OPPY 0P
-DPPS-DP-

opS-DP-1236 - P> DP-3TIO

C-DPPS-DP-4000

UC4

Features for DataPipe v1.0

\

Development & testing

v

Verification

v

Release v1.0
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Requirements

Requirements Specification Consists of:

» Product Definition = see current draft

» Requirements list
» Coverage matrix

» Verification Statements

(da

name: DataPipe software licensing
statement: >-
ALl DataPipe software shall follow the CTAO open-source

requirement_list:
- number: 0000

policy defined in [AD-4].
category: Software License
explanatory_notes: >-
nothing
verification: Inspection

- number: 0100

name: data product model and format
statement: >-
DataPipe shall produce data products that follow the "C

m¢ o _TACQ data model group and 1in a
F all be HDF5. For DL3 the f

https://gitlab.cta-observatory.org/cta-computing/dpps/datapipe/datapipe-level-c-requirements

24


https://gitlab.cta-observatory.org/cta-computing/dpps/datapipe/datapipe-level-c-requirements/-/blob/main/DPPS_DataPipe_ProductDefinition.md?ref_type=heads

DPPS Release 0 (cta

Goal: Integration of existing software on —
Needs from DataPipe: S
» Rel 0.0 (Dec 2023): Nothing but project docs e
(need to have Workload + BDMS integrated first)
» Rel 0.x (May 2023): UCs shown to the right > e 22 8o
- Test will be to run SimPipe to generate From DL2to DL3
simulations, process them to DL2-geometry UC-130-1.23

- Could go further If we want

25



Future Releases ( cta

Release 1.0: Generate IRFs for Phys and Public Performance Plots

» DataPipe - Most simulation-processing UCs!

Rel 1.x: generate IRFs for Data Challenge

» DataPipe - Improved processing, event types, etc. Maybe missing UCs

We don't know the

detailed timescale
» DataPipe - Observation processing UCs, CalibPipe interface yet

Release 2.x: Process first Observations from LST-1 (Cat-B)

Release 3.0: Process data from multi-telescope array (Cat-B)

» DataPipe - Refined observation processing UCs + CalibPipe interface

Release N: Re-process all data with full CTAO array with excellent science
performance (Cat-C)

» Everything
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Other random questions

Software Programming Standards:

GitLab platform + SonarQube



