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„Traditionally, the overlap between optical/infrared 
(OIR) astronomy and gamma-ray astronomy has 
been considered to be fairly small.“

• Dark Matter Programme
• Galactic Centre 
• Galactic Plane Survey 
• LMC Survey 
• Extragalactic Survey 
• Transients
• Cosmic Ray PeVatrons
• Star Forming Systems 
• Active Galactic Nuclei 
• Clusters of Galaxies
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The main facilities & surveys
• Current Generation of 8m telescopes
• JWST
• ELTs
• Ground based survey like LSST (imaging)  

and 4MOST, DESI, WEAVE, SDSS  
(spectroscopic)

• Space based surveys like Gaia, Euclid,  
and WFIRST



Gaia is rewriting stellar & Galactic evolution
Detailed spectroscopy + astrometry (+ astroseismology) of large samples 
⟹ precision samples  with good masses, ages and abundances

⟹ stellar and Galactic evolution cannot be separated

⟹ affects binaries, SNR remnants …
• distance no longer a „fiddle“ parameter
• embedding into general stellar evolution history  

+ chemical enrichment

⟹ Signatures of formation history can be found  
in the kinematics of  the stellar system

⟹ new mass estimates for the Milky Way and  
its satellite system
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Gaia is rewriting stellar & Galactic evolution
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MS & RAVE (2019)



Milky Way may be considerably less massive 
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Over the past 15 years:
• naive extrapolation from rotation 

curve gives MMW > 2.5×1012 M⦿

• spectroscopic surveys (RAVE, 
SEGUE) modelling the overall 
velocity distribution MMW > 1 - 
1.5×1012 M⦿  

• recent Gaia data taking into account 
the local velocity distribution reveals 
considerable anisotropy 
⟹ MMW ≈ 1012 M⦿  
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Figure 6. The power-law slope of the high velocity tail in the Auriga haloes as a function of velocity anisotropy (β, left panels) and stellar halo density slope
(α, right panels). The most prominent “sausage" haloes in the Auriga suite are highlighted in orange. Note all parameters are calculated within the radial range
4 < r/kpc < 12. The black dashed lines indicate the relation between k and β (α) predicted by the power-law dfs. Here, we have fixed α (β) and γ to the
median values of the simulated haloes. As predicted by the analytical dfs, the tails of the velocity distributions are shallower when the velocity anisotropy is
strongly radial and/or the stellar halo density is relatively shallow. The thick grey lines indicate the range of k appropriate for stellar haloes with strongly radial
velocity anisotropy.

(β, left panel) and the power-law slope of the stellar halo density
(α, right panel). Note that both of these quantities (β and α) are
measured within the radial range 4 < r/kpc < 12. As we found
in the idealised power-law distribution function models (see Sec.
2.3), higher β and/or lower α values lead to lower values of k. The
dashed black lines indicate the predicted relations from the analyt-
ical dfs, where γ and α or β is fixed to the median values of the
simulated haloes (γ = 0.3, α = 2.5, β = 0.35). Remarkably, these
predictions agree well with the simulations!

The four haloes with prominent “sausage" components are
again highlighted in orange. We also indicate with the thick grey
lines the range of k ∈ [1.0, 2.5] appropriate for stellar haloes with
strongly radial velocity anisotropy. Figures 5 and 6 illustrate that,
although there is a relatively wide range of k values in the simula-
tions (1 ! k ! 7), the form of the high velocity tail is correlated
with the stellar halo properties. Thus, rather than bracket the range
predicted by the simulations, which covers a wide range of assem-
bly histories, we can provide a more stringent constraint on k from
our observational data. Thus, in the following Section, when we
measure the local Galactic escape speed, we impose 1.0 < k < 2.5.
This range of k encompasses the values we found in the Auriga
simulations when β ∼ 0.7, and also brackets the predicted k value
from the analytical power-law dfs when β = 0.7, α = 2.5.

3.3.1 Constraining the local escape velocity

We end this Section by illustrating the importance of k in determin-
ing an accurate Galactic escape speed. Here, we perform the max-
imum likelihood analysis described in Section 2.1 to the simula-
tion data. Here, k, γ and vesc(r0) are free parameters. To mimic the
approximate status of the observational data, we randomly choose
N = 240 star particles in the radial range 4 < r/kpc < 12 with
vtot > 300 km s−1, and include a Gaussian error on the total ve-
locities with σ = 30 km s−1. Note this exercise is for illustration
rather than quantification of the observational results (see Section
4). In Fig. 7 we show the 2D confidence contours in the k and
vesc(r0) space for the three example Auriga haloes shown in Fig. 4.

Here, we have marginalised over the power-law slope of the poten-
tial (γ), but note that this parameter is generally poorly constrained
when there is a limited radial range and small number of tracers
(see Fig. 9). Fig. 7 shows that, although the true k and vesc(r0) val-
ues are contained within the 1 − σ confidence regions (plus sym-
bols), there is a strong degeneracy between k and vesc(r0) , such
that the escape velocity varies by hundreds of km s−1 when k is
unknown. The dotted lines indicate the approximate range of k pre-
dicted based on the velocity anisotropy of the halo stars (see Fig. 6)
— this prior knowledge can substantially narrow down the allowed
range of vesc(r0) values. Note that we impose a range of k, rather
than a fixed value, to account for the scatter in k at fixed β.

For several reasons, the case of our own Milky Way appears
rather fortuitous! First, the currently accepted origin of the inner
stellar halo — namely from the debris of one massive dwarf, ac-
creted several Gyr ago — suggests that the majority of the stel-
lar halo material, at least near the solar vicinity, is well phase-
mixed. Second, as mentioned previously, our knowledge of the
halo stars’ orbits in the solar vicinity places a constraint on k, with
1.0 < k < 2.5. Third, the fact that the Milky Way likely has a low
k value means that the high velocity stars can more strongly con-
strain the escape velocity. For example, if k = 1, the high velocity
tail linearly declines to a truncation at vesc. Thus, in this case, the
fastest star in the sample is likely very close to the escape veloc-
ity. In contrast, if k is high, a long, poorly populated tail extends to
the escape velocity, and thus the escape velocity is more difficult to
constrain.

On that optimistic note, we end this Section exploring the Au-
riga simulations, and proceed to constrain the local Galactic escape
speed using Gaia data.

4 THE GALACTIC ESCAPE SPEED FROM GAIA DR2

In this Section, we apply the LT90 formalism described in Section
2.1 to Gaia data release 2 (DR2, Gaia Collaboration et al. 2018).
We use the information gleaned from the simulations to help con-
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Figure 9. The results of applying our likelihood analysis to the Gaia data with vtot > 300 km s−1. Here, the degeneracy between vesc and k is clear. When we
adopt a prior of 1 < k < 2.5 (red dashed line), appropriate for the strongly radial orbits observed in the solar neighbourhood, we find vesc(r0) = 528+24

−25
km s−1.

Note that adopting the same prior as Monari et al. (2018) and Piffl et al. (2014), 2.3 < k < 3.7 (blue dot-dashed line), results in a larger escape velocity:
vesc(r0) = 580+32

−32
. We find little evidence for strong radial variation in vesc over the range we’re probing (i.e. γ ∼ 0), with γ ≤ 0.7 with 90% confidence.

model is indicated by the red band. The width of the band indicates
the 90% confidence region.

The confidence regions for k, vesc(r0) and γ are shown in Fig.
9. The filled grey region and solid black line shows the 1− and
2 − σ confidence intervals, respectively. Here, we have assumed
flat priors for k and γ and employed a Jeffrey’s prior for vesc(r0).
We show the posterior distributions for each parameter in the inset
panels. The degeneracy between k and vesc(r0) is clear, as seen
in the previous Section (and earlier work by Smith et al. 2007 and
Piffl et al. 2014). The red and blue lines illustrate the effect of a
prior on k. Specifically, the dashed red line applies our new prior
— based on the orbits in the solar neighbourhood, and calibrated
on the Auriga simulations — of 1 < k < 2.5. For comparison, we
also show the prior adopted by Piffl et al. (2014) and Monari et al.
(2018), which is also based on cosmological simulations: 2.3 <

k < 3.7. In these works, the prior spans the range of k values found
in simulations. However, our adopted prior is tailored towards the
highly eccentric stars in the Milky Way, which leads to lower k

values.

Assuming 1 < k < 2.5 we find vesc(r0) = 528+24
−25

km s−1.
This value is lower than the recent determination by Monari et al.

(2018) using Gaia DR2 data. However, the reason for this dif-
ference is owing to the prior information on k. If we adopt the
Piffl et al. (2014) prior, we find vesc = 580+31

−31
km s−1, which is

in excellent agreement with Monari et al. (2018). Note that our er-
ror bars are smaller than Monari et al. (2018) because we do not
use narrow distance bins, but rather use all the data and allow
for a radially varying escape velocity. Our estimate of the local
escape velocity is in good agreement with the values found by
Smith et al. (2007), Piffl et al. (2014) and Williams et al. (2017),
who used line-of-sight velocity data from RAVE and SDSS to de-
rive vesc. However, it is curious that these works find a similar es-
cape velocity, as in all cases larger values of k were adopted —
which should, presumably, bias towards larger vesc values. These
works used samples of high latitude stars with line-of-sight veloc-
ity measurements only, and thus if there was any flattening in the
stellar halo distribution in the z direction, the total speed estimates
based on the line-of-sight velocities could be biased low. In particu-
lar, we now know that the inner stellar halo is significantly flattened
(e.g. Iorio et al. 2018), and the highly eccentric orbits that dominate
the high velocity tail are generally confined close to the Galactic
plane (e.g. Myeong et al. 2018). Thus, we suggest that the line-of-
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in excellent agreement with Monari et al. (2018). Note that our er-
ror bars are smaller than Monari et al. (2018) because we do not
use narrow distance bins, but rather use all the data and allow
for a radially varying escape velocity. Our estimate of the local
escape velocity is in good agreement with the values found by
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who used line-of-sight velocity data from RAVE and SDSS to de-
rive vesc. However, it is curious that these works find a similar es-
cape velocity, as in all cases larger values of k were adopted —
which should, presumably, bias towards larger vesc values. These
works used samples of high latitude stars with line-of-sight veloc-
ity measurements only, and thus if there was any flattening in the
stellar halo distribution in the z direction, the total speed estimates
based on the line-of-sight velocities could be biased low. In particu-
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Figure 10. The derived NFW halo parameters from our escape velocity measurement. Here, we assume a bulge and 2-component disc potential as given in
Pouliasis et al. (2017) (also used in Eilers et al. 2018). The gray filled contour shows the 68% confidence, and the solid gray line shows the 95% confidence
region. The blue contours uses constraints on the local circular velocity: vc (r⊙) = 230 ± 10 km s−1. The red contours indicate the combined constraint. The
black dashed line indicates the mass-concentration relation from Dutton & Macciò (2014). In the top panel and right-hand panel we show the 1D posterior
distributions for M200 and c200, respectively. Our derived dark halo mass is: M200 = 0.79+0.45

−0.17
×1012M⊙ (escape velocity only), M200 = 0.91+0.31

−0.24
×1012M⊙

(escape velocity and circular velocity).

(2014) also adopt a lower circular velocity, vc = 220 km s−1.
This also leads to a slightly higher mass estimate (see Fig. 13 in
Piffl et al. 2014), but, as we assume a 10 km s−1 error in the local
circular velocity, this difference is subsumed into the mass uncer-
tainty.

Finally, we also comment on the limiting radius that defines
the escape velocity. In this work, we find that 2r200 is the most ap-
propriate choice (see Section 3.2). However, if we adopted larger
radii (i.e. ∼ 2.4 − 3r200, cf. Smith et al. 2007; Piffl et al. 2014)
our mass estimates would be slightly lower. For example, a lim-
iting radius of 3r200 reduces our total mass estimate by ∼ 8%. This
lower mass is due to the limiting radius being overestimated, and
hence the estimated escape velocity is lower than the true velocity
needed to escape. Thus, the choice of limiting radius is an important
consideration when relating local escape velocity measurements to
constraints on the total mass.

Since the first astrometric Gaia data release (DR2) sev-
eral works have provided updated estimates of the total Milky

Way mass (e.g. Eadie & Jurić 2018; Malhan & Ibata 2018;
Watkins et al. 2018; Callingham et al. 2019; Posti & Helmi 2019;
Vasiliev 2019). The majority of these use globular clusters or stel-
lar streams confined within ∼ 50 kpc, so a total mass estimate out
to the virial radius requires an extrapolation. Watkins et al. (2018),
Posti & Helmi (2019) and Vasiliev (2019) find Mvir,tot = 1.2−1.5×

1012M⊙ using the dynamics of globular clusters in the inner halo,
and extrapolate to the virial radius using mass-concentration rela-
tions. Here, these authors have used the definition of virial radius
adopted by Bryan & Norman (1998) and Klypin et al. (2002); the
mass is defined within 340ΩM (≈ 100) times the critical density.
However, when these masses are scaled to M200 (approximately
16% lower than Mvir,tot), these total mass estimates are in excellent
agreement with our results, where M200,tot = 1.0 − 1.3 × 1012M⊙ .

Callingham et al. (2019) use satellite kinematics to measure
the Milky Way mass, thus, as the satellites extend out to the virial
radius, their measure is a direct measure of the total mass. Their de-
rived total mass and dark halo concentration, M200,tot = 1.17+0.21

−0.15
,

MNRAS 000, 1–13 (2018)

MS & RAVE (2019)

Deason et al (2019)



Cosmic ray acceleration in SNRs
3D simulation with cosmic ray acceleration depending on magnetic obliquity (Pais, Pfrommer+ 2019)

SN1006 (top) expands into homogeneous field,  
Vela Jr. (bottom) expands into a turbulent field
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Gaia distances help breaking parameter degeneracies of hadronic and 
leptonic models

Simulation H.E.S.S. Observation
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MUSE: 300 × 300 spaxels, 0.2″ × 0.2″ per 
spaxel ! 60″ × 60″ FoV



Neutron star in SNR 1E0102.2-7219 in the SMC

�10

Chandra HST MUSE@VLT

Vogt et al (2018)



NGC 300 
(m – M)0  =  26.36

Roth et al. 2018, A&A 618, A3



credit: ESO
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Summary (from 9 hrs exposure time)
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a b c d12 e1 i j

Seeing 0.7“ 1.2“ 1.0“ 0.8“ 0.75“ 0.6“ 0.85“

PN 5 7 6 4 9 3 2 36

PN candidates 4 0 0 1 4 0 0  9

HII regions 10 11 5 13 4 13 5 61

cHII regions 1) 8 4 5 19 5 2 8 51

SNR 14 5 3 5 3 6 2 38

emStars 2) 18 4 4 15 30 40 7 118

bgr. Galaxies 3) 4 3 1 6 2 8 4 28

Stars 4) 445 77 152 265 299 517 91 1846

1) compact HII regions 
2) emission line stars 
3) background galaxies 
4) stars with spectral type
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MUSE 
data 
locations

Weilbacher, MS et al (2018)



MUSE Hα maps

�16 Weilbacher, MS et al (2018)
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MUSE Hα maps

Weilbacher, MS et al (2018)



MUSE Hα maps
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~1.5h depth → 1σ≈3×10−20 erg s−1cm−2pix−1 

=7.5×10−19 erg s−1cm−2□''
Weilbacher, MS et al (2018)



Velocities

�19 Weilbacher, MS et al (2018)

Kamann et al: ongoing project to map Arp galaxies with MUSE



MHD galaxy simulation with cosmic rays
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Cosmic rays in cosmological simulations
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Fiducial cosmological simulations: AURIGA MHD simulations (Grand+ 2017)
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Cosmic rays in cosmological simulations

�22

Fiducial cosmological simulations: AURIGA MHD + CR simulations (Buck, Pakmor, Pfrommer+)

CR pressure  
dominated 
gas disk

Higher density 
CGM

Severely more 
structured B-field 

High column  
densities of  

e.g. OVI, OVII, SiIV,  
SiVIII, CIV, CV  



Hubble: MUSE:

The Hubble Deep Field South, seen by MUSE

�23 Urrutia, MS et al (2018)



Redshifts in the MUSE-Deep UDF mosaic
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m=25

z=3

Previous spectroscopic redshifts within MUSE footprint: 
143



Redshifts in the MUSE-Deep UDF mosaic

�25

m=27

MUSE redshifts for HST-selected objects: 718



Redshifts in the MUSE-Deep UDF mosaic
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MUSE redshifts for emission-selected objects: 1163



Redshifts in the MUSE-Deep UDF mosaic

�27

MUSE redshifts combined: 1443    /     previously known: 
143



Ly-α haloes around individual galaxies at z>3 are ubiquitous!

�28 Wisotzki, MS et al (2016)



Growth curves of Lyman-α haloes in MUSE deep data

�29

Intrinsic sizes
of UV continuum

expected range of virial 
radii  
for -15 < MUV < -20 

Total extent ≈ giant Lyα nebulae around AGN
– but 10...100 × fainter
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Already from individual z>3 sightlines:
≈50% at SB > 10-19 erg s-1 cm-2 arcsec-2



Redshift evolution of dn/dz in Lyα emission ...

�31

and in HI absorption 

Wisotzki, MS+ 2018

Pretty much all atomic hydrogen at 3<z<6 
detected  
not only in absorption, but also in emission!



Studying the CGM in emission and in absorption
To combine diagnostics we have to measure  
N(HI) for known Lyα haloes of high-z galaxies. 

�32

! absorption spectra of back–ground 
galaxies close to LAEs!

Not feasible with MUSE! 
typical mAB ≈ 26 ... 28

E-ELT + MOS can do this!
(science case related to IGM 
tomography, but on scales of 10–100 
kpc) 
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A catalog of 20 billion stars and 20 billion galaxies with exquisite photometry, 
astrometry and image quality!

  
 More information at 

www.lsst.org
and arXiv:0805.2366

LSST in one sentence:                     
An optical/near-IR survey of half the sky in ugrizy 
bands to r~27.5 based on ~1000 visits over a  
10-year period:

  LSST: a digital color movie of the Universe...   

3.6x10-31 erg/s/cm2/Hz
36 nJy

http://www.lsst.org
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First light: 2020
Mar 10, 2019



!36

LSST From the User’s Perspective:  
A Data Stream, a Database, and a (small) Cloud

Level 3
Level 1

Level 2

User Contributed Data Products

Yearly Data Releases

− A stream of ~10 million time-domain events per night, detected and transmitted to 
event distribution networks within 60 seconds of observation. 

− A catalog of orbits for ~6 million bodies in the Solar System. 
 

− A catalog of ~37 billion objects (20B galaxies, 17B stars), ~7 trillion single-epoch 
detections (“sources”), and ~30 trillion forced sources, produced annually, accessible 
through online databases. 

− Deep co-added images. 

− Services and computing resources at the Data Access Centers to enable user-specified 
custom processing and analysis. 

− Software and APIs enabling development of analysis codes.

Prompt Data Products



Instrument Specification

!37

Specification  Design value
Field-of-View (hexagon) ~4.2 degree2 (⌀>2.6°)
Multiplex fiber positioner 2436
Medium Resolution Spectrographs (2x)
  # Fibres
  Passband
  Velocity accuracy

R~4000–7500
  812 fibres (2x)
  370-950 nm
  < 1 km/s

High Resolution Spectrograph (1x)
  # Fibres
  Passband
  Velocity accuracy

R~20,000
  812 fibres
  392.6–435.5 nm, 516–573 nm, 610–679 nm
  < 1 km/s

# of fibers in ⌀=2’ circle >3

Fibre diameter ⌀=1.45 arcsec
Area (first 5 year survey) >2h x 18,000 deg2 

Number of science spectra (5 year) ~75 million of 20 min



4MOST Science Themes
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Galactic 
Archeology
Gaia and PLATO

High-energy sky
eROSITA

Galaxy evolution
VST/VISTA

Cosmology
Euclid/LSST/SKA

R>5000 spectra over the full optical range



4MOST Operations
• Unique operations model for MOS instruments suitable for most science cases
• 4MOST program defined by Public Surveys of 5 years
• Surveys will be defined by Consortium and Community
• All Surveys will run in parallel: Surveys share fibres per exposure for increased efficiency
• Consortium Key Surveys will define observing strategy

– Millions of targets all sky
– Fill all fibres

• Add-on Surveys for smaller surveys
– Small fraction fibers all sky or 
– dedicated small areas
– 103 to 106 targets

• Several passes of sky with 2, 10, 20, 30 mins
• Wedding-cake distribution for total time 1h to 10h 
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Opportunity to get spectra of some 10k objects spread over large areas of 
the sky



Summary and conclusions
• Gaia is rewriting stellar and Galactic evolution - implication of 

late stages of stellar evolution and dark matter
• Spatially and spectroscopically resolved analysis of the hosts of 
γ-ray sources in the Galactic plane and (nearby) extragalactic 
source

• Detailed spatially resolved analysis of interplay of galaxy 
formation, feedback and cosmic rays throughout cosmic 
evolution

• Follow-up with large imaging and spectroscopic surveys
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